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Welcome!

The National Computer Security Center (NCSC) and the Computer Systems
Laboratory (CSL) are pleased to welcome you to the Seventeenth Annual National
Computer Security Conference. There is a new sense of urgency in the U.S. and
abroad to achieve protection for the rapidly evolving information infrastructures.
This year’s program is designed to provide you information on the exciting new
opportunities and the latest security technology. We believe the conference will
stimulate a copious exchange of information and promote a solid understanding of
today’s information security issues and solutions.

The program tracks have been established to serve a wide range of interests from
highly technical R&D projects to user oriented management and administration
topics. Clearly, network security is a high priority topic. The opening and closing
plenary sessions will highlight various dimensions of the security challenges in
emerging information infrastructures. Papers and panel sessions will address a broad
spectrum of network security subjects including: security architecture, internet
security, firewalls, multilevel security (MLS) products, MLS system certification and
accreditation, and security management. There will be a report on the progress and
status of the Common Criteria and efforts for international harmonization. Risk
management is a topic of increasing interest in today’s difficult economic
environment. As in the past, a number of tutorials will be given to introduce
attendees to various information security topics and product areas.

We hope the networking conducted at the conference, the presentations and
these proceedings will provide you with insights and ideas you can apply to your
own information security endeavors. We encourage you to share the ideas and
information acquired this week with your peers, your management, and your
customers. Through this process we will enhance the security of our information
systems and networks and build a strong foundation to meet tommorow'’s
challenges.

& JAMES H. BURROWS PATRICKR. giLAGﬁéﬁﬂ%

Director Director
Computer Systems Laboratory National Computer Security Center
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Awards Ceremony

6:00 p.m. Thursday, October 13
Convention Center, Room 317

A joint awards ceremony will be held at which the National Institute of
Standards and Technology (NIST) and the National Computer Security Center (NCSC) will
honor the vendors who have successfully developed products meeting the standards of the
respective organizations.

The NCSC recognizes vendors who contribute to the availability of trusted
products and thus expand the range of solutions from which customers may select to secure
their data. The products are placed on the Evaluated Products List (EPL) following a
successful evaluation against the Trusted Computer Systems Evaluation Criteria including
its interpretations: Trusted Database Interpretation, Trusted Network Interpretation, and
Trusted Subsystem Interpretation. Vendors who have completed the evaluation process will
receive a formal certificate of completion from the Director, NCSC marking the addition to
the EPL. In addition, vendors will receive honorable mention for being in the final stages of
an evaluation as evidenced by transition into the Formal Evaluation phase or for placing a
new release of a trusted product on the EPL by participation in the Ratings Maintenance
Program. The success of the Trusted Product Evaluation Program is made possible by the
commitment of the vendor community.

The Computer Security Division at NIST provides validation services to test
vendor implementations for conformance to security standards. NIST currently maintains
validation services for three Federal Information Processing Standards (FIPS): FIPS 46-2,
Data Encryption Standard (DES); FIPS 113, Computer Data Authentication; and FIPS 171,
Key Management Using ANSI X9.17. During this award ceremony, NIST presents
“Certificate of Appreciation“ awards to those vendors who have successfully validated their
implementation of these standards. :

With the reaffirmation of the Data Encryption Standard as FIPS 46-2 in 1993,
DES can now be implemented in software, as well as hardware and firmware. To successfully
validate an implementation for conformance to FIPS 46-2, a vendor must run the Monte
Carlo test as described in NBS (NIST) Special Publication 500-20. The Monte Carlo test
consists of performing eight million encryptions and four million decryptions, with two
encryptions and one decryption making a single test.

Vendors test their implementations for conformance to FIPS 113 and its
American National Standards Institute (ANSI) counterpart, ANSI X9.9, Financial
Institution Message Authentication (Wholesale). This is done using an electronic bulletin
board system. Interactive validation requirements are specified in NBS (NIST) Special
Publication 500-156, Message Authentication Code (MAC) Validation System:
Requirements and Procedures. The test suite is composed of a series of challenges and
responses in which the vendor is requested to either compute or verify a MAC on given data
using a specified key which was randomly generated.

‘ Conformance to FIPS 171 is also tested using an interactive electronic bulletin
board testing suite. FIPS 171 adopts ANSI X9.17, Financial Institution Key Management
(Wholesale). ANSI X9.17 is a key management standard for DES-based applications. The
tests are defined in a document entitled NIST Key Management Validation System Point-to-
Point (PTP) Requirements. The test suite consists of a sequence of scenarios in which
protocol messages are exchanged under specified conditions.

We congratulate all who have earned these awards.
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Abstract

This paper presents the results of a study that investigated the feasibility of determining whether a
system is being used for its approved purposes by monitoring resource usage statististics captured in an
audit log. The focus differed from traditional intrusion detection, which is concerned with the behavior
associated with users. Instead, intrusion detection techniques were adapted to focus on characterizing the
expected behavior of application programs. To test the utility of the profiles, audit records representing
“masquerades” were compared with application profiles to see whether the masquerades could be detected.

Keywords: intrusion detection, resource usage, audit, computer misuse, program behavior, pattern recog-
nition, export control. !

1 Ihtroduction

1.1 Background — The Export Safeguards Demonstration Project

In recent years, the U.S. Government has been faced with the problem of controlling sales of high technology
computer systems and applications to other countries without unnecessarily restricting sales for legitimate
use. Potential overseas customers seek purchase of the most technologically advanced systems and in some
cases can readily obtain these from other countries if not offered by U.S. firms.

The Export Safeguards Demonstration, funded by ARPA and carried out by Trusted Information Sys-
tems (TIS), has investigated and prototyped engineering technologies having potential to permit greater
U.S. exports of high performance systems while discouraging their diversion for unauthorized use. These
technologies may provide additional flexibility and export control options for the U.S. Government. In ad-
dition, they appear to be applicable to commercially available systems without major hardware or software
modifications. This paper describes experimentation with one of these technologies, in which state-of-the-art
intruder detection technology has been adapted to automate the analysis of audit records collected from
Safeguards-protected systems; this analysis has been directed at determining whether misuse of an exported
system can be detected via examination of the resource usage statistics associated with application programs.

1.2 Purpose

This paper describes experiments in which intruder detection technology was adapted for detecting misuse
of computer systems, particularly systems subject to stringent export controls. In order to be approved,
export licenses for high performance computer systems typically stipulate that the exported system must
only be used for a specific purpose. For example, supercomputers might be approved for export for weather
modeling or oil or gas exploration. Less powerful systems might be approved for inventory control or other
commercial uses. Any use other than that for which an exported system has been approved would constitute
misuse. It is not the purpose of this paper to describe the various difficulties that would be inherent in
operational fielding of misuse detection systems. Instead, the focus is on whether the necessary misuse
analysis is even feasible.

1This project was funded by Rome Laboratory under Contract No. F30602-91-C-0067
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The work described herein explores the following conjecture: it may be possible to determine whether
a system is being used for its approved purpose by monitoring resource usage statististics captured in an
audit log. The basis of this conjecture is the notion that application program functionality and resource
use are so strongly correlated that reliable resource usage profiles can be constructed for different kinds of
applications, that is, for different kinds of system usage. By periodically comparing a system’s resource
usage with a previously established profile for a particular kind of authorized use (e.g., inventory control),
misuse may be detectable. On the other hand, to be useful, an inventory control profile must be general
enough that it matches the behavior of a wide variety of inventory control programs and versions thereof.
Using an insufficiently general profile for monitoring purposes may lead to an unacceptable number of misuse
detection false alarms. For example, it would not be acceptable for the inventory control program to cause
an alarm merely because it had been revised or upgraded and therefore behaved differently from its profile.

1.3 Overview of the Study

Developing the capability for reliable misuse detection envisioned above is a long term research goal. As a
first step, this project applied intruder detection technology to investigate the relationship between appli-
cation program functionality and resource usage.

To perform the analyses for this task, TIS subcontracted with established intrusion detection researchers
at SRI International in Menlo Park, California, and Spring Hill College (SHC) in Mobile, Alabama. TIS
built the audit data collection software, supplied the subcontractors with data, and provided high-level
guidance for the analyses. The subcontractors selected the analytical approaches, performed the analyses,
and reported the results. Responsibility for determining the content and format of the audit data was shared

by all.

1.3.1 Definition of Misuse

The ability to detect misuse depends in large part on how precisely misuse can be defined. Misuse could be
defined as any use that differs from a site’s previously established usage profile. Or it could be defined as
any use that differs from that for which a site was approved by some controlling body, e.g., an export control
authority. Clearly, the more narrowly and accurately defined a site’s usage is, the easier it is to determine
if current usage fits that definition. As a first step toward this difficult goal, most of the effort on this task
was devoted to applying intrusion detection technology to differentiating application programs based solely
on the audited behavior of programs that were executed on specially instrumented computer systems. Some
effort was also devoted to attempting to combine profiles of functionally similar programs into a group profile.
Group profiles could be used to represent the general classes of programs, e.g., programs for accounting,
weather predicting, etc., normally occurring at a site. The purpose of this work was to explore another way
of characterizing acceptable system activity, other than in terms of individual application profiles.

Differentiating application program behavior is different from conventional intrusion detection. In con-
ventional intrusion detection, data representing each user’s usage of a computer is analyzed to see whether
it seems consistent with what has previously been observed about that user’s past usage. If a user’s activity
seems anomalous compared to past behavior, then some suspicion is warranted that the audited usage was
caused by an intruder, i.e., a different, possibly unauthorized, user masquerading under the legitimate user’s
identifier. For this study, it wasn’t important whether the behavior seemed normal for a user; the focus was
on whether observed behavior seemed normal for a given application program. For example, suppose that
in the past, each execution of the “Is” directory lister at some given computer facility never used more than
three seconds of CPU time. If one day that installation’s audit data included an “Is” record that used fifty
seconds of CPU time, it might indicate that something other than “Is” was really executing.

The above example is an oversimplification, of course. This part of the Export Safeguards project was a
high-risk feasibility study, primarily because little has been published on the topic of analyzing audit data
to detect differences in program behavior. The project began with little information available about which
aspects of behavior would be the best discriminators. The subcontractors did not have direct experience on
which to build, but were able to adapt analytical techniques that had been developed for intruder detection.
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1.3.2 Summary of the Results

Performing meaningful analysis potentially requires analyzing many aspects of application behavior. Al-
though TIS’s ability to instrument audit data collection in operational UNIX™ systems was somewhat
limited (see Section 2.2 below), several of the collected fields turned out to be useful in telling applications
apart.

The results of the audit data analyses were mixed. The analysts were able to compile profiles of appli-
cation programs. The ability to differentiate applications was tested by comparing applications using only
their profiles, without referring to the program names that identified the applications. Although some indi-
vidual application profiles were quite “unforgiving” and could almost always be used to differentiate records
from other “guest” applications, other profiles were too forgiving to be used reliably. The records of some
applications were more “obtrusive” as guests than others, hence more easily detected. The obtrusiveness of
an application was often unrelated to how forgiving it was.

Because the set of audit data fields that could be collected was relatively small, significantly better
results might be achievable if it were possible to collect additional types of data. In general, the analyses
were more useful with individual application profiles than with group profiles or overall system profiles.
Grouping profiles on the basis of functional, rather than behavioral, characteristics produced vague profiles
that are less useful for detection of programs other than those in the profiled group.

1.4 Organization of this Paper

An overview of the project’s audit data collection goals, strategy, limitations, and implementation are
described in the following section. The analytical approaches that were applied by the subcontractors and
the results of the analyses are presented in Section 3. Section 4 summarizes what was learned.

2 Data Collection Overview

Data collection has always presented challenges for intrusion detection researchers. It is difficult to locate
organizations that will permit auditing by an independent organization. It is also difficult to persuade
users to permit their usage to be audited. While designing an audit record to provide many fields for
analysis, consideration must be given to minimizing performance degradation on audited systems. This
section describes the manner in which TIS collected the audit data used by the subcontractors for their
analyses. In most respects, the challenges faced by this project were similar to those faced by most other
intrusion detection researchers.

2.1 Goals of Data Collection

The Safeguards audit data collection facilities were designed to provide as much useful data as possible for
the data analysis research without wasting processing and analysts’ time by including audit features that
were not likely to improve the ability to differentiate profiles. Because it was not known in advance which
aspects of computational behavior were the best at distinguishing programs, it was necessary to weigh the
expected usefulness of the data that could be collected against the costs of collection. The costs included:

o staff time for implementing collection mechanisms,

e impact on the audited users’ system response time,

e subcontractors’ time for analysis, and

e capacity of the subcontractors’ analysis tools and systems.

Because the above resources were fairly limited, it was necessary to select a relatively small set of audit
fields. Therefore, early in the project some effort was devoted to developing an “educated guess” about

which aspects of behavior would be the best candidate discriminators. The fields selected for collection are
shown in Figure 1.

'UNIX is a registered trademark of UNIX System Laboratories, Inc.
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2.2 Data Collection Issues

The first collection issue is common among intrusion detection researchers. This is the problem of locating
organizations that will permit auditing of their operational sites. There are several concerns that may lead
an organization’s management to be reluctant about permitting an independent researcher to collect audit
data from its sites. Some of these concerns are:

o The auditing software may degrade the system’s performance,
o The auditing software may interfere with other software or reduce the system’s reliability,

e Auditing could facilitate spying on employee and corporate activities or capturing sensitive information.

Not only must an organization’s management be willing to permit auditing, but the organization must
have a suitable population of computer users who are willing to risk a potential invasion of privacy. For
this project, the most readily obtainable supply of audit data was from employees at TIS offices. Users
of TIS systems include individuals who perform administrative and technical functions, including word
processing, document preparation, system analysis, project management and planning, and software design,
development, and testing.

Having found usable sources of computer usage, the next issue involved developing instrumentation to
collect audit data. Initially, it had been planned to instrument a multiuser UNIX operating system at
the kernel level. This would require obtaining the kernel source code for a UNIX system. Because of the
difficulties in obtaining a source code license, this approach was not possible. Instead, auditing software was
designed to extract information from the process state table. This software was based on public domain
utilities and did not require kerne! source. It was carefully tuned so that there was no noticeable impact on
system reliability. .

Feature selection was the final data collection issue. To use the project’s collection and analysis resources
in the most efficient way, a highly knowledgeable system administrator selected a relatively small set of
auditable features, based on in-depth knowledge of the operating system. These choices were discussed
with the subcontractors and their statisticians, whose suggestions were also considered. The result was a
relatively small but potentially useful set of audit fields.

2.3 Implementation of Data Collection

After it had been decided that the audit records should contain information from the process state table, it
was necessary to decide how often to sample each program. One approach taken was to create an audit record
at the termination of each process. This is a common strategy because it provides cumulative measures
of memory, CPU, and other resource usage. In fact, both subcontractors had indicated that this kind of
“per-execution image” auditing was most suitable for their analytical approaches.

The other approach to auditing involved periodically taking a “snapshot” of the process table. The
period might range from a fraction of a second to many seconds. Every active process on the system was
included in this “periodic” audit, thus providing an arbitrarily fine-grained, hence more complete, trace of
program behavior.

From an operational standpoint, both of these collection sirategies are necessary to provide an accurate
representation of system usage. Periodic collection alone does not provide sufficiently accurate information
because this type of auditing can be circumvented by processes designed to begin and terminate within the
collection intervals. Per-image auditing is not complete either because it can be circumvented by programs
designed to run for extended periods of time or never exit.

An added benefit of periodic auditing is that for long-running processes, it provides the necessary infor-
mation for building profiles of resource usage over time. Such auditing is especially well-suited to analysis
of sequences of events. However, analysis of event sequences is currently a weakness of intrusion detection
systems. It was decided that because infrequent periodic auditing incurs very little overhead, such data
would be collected for future use, even though it was not clear whether either subcontractor would have the
resources needed to analyze it.
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2.3.1 Acquisition of Process Table Data

The biggest data collection constraint was the lack of kernel source code. Access to the source code would
have allowed a fairly straightforward implementation of the collection procedures in the operating system.
Instead, to implement the per-image auditing tool, the dynamic system service libraries were modified by
adding code to the exit routine called by every dynamically linked process. The code sends the process
ID number to an audit collection daemon and waits for a response. The audit daemon accepts the process
ID number, uses a system call to access the process table to gather the process statistics for the identified
process, and then responds to the process, allowing it to proceed. The audit daemon was optimized so
that the impact on performance was unnoticeable. Unfortunately, only dynamically linked processes were
audited on exit; all statically linked processes were bypassed. Some statically linked processes (i.e., emacs)
were relinked using the modified exit code. Statically linked processes that were not relinked could not
be audited. The periodic mechanism, however, collected statistics on all processes, both dynamically or
statically linked.

2.3.2 User-Controlled Auditing

Volunteers for auditing were solicited at the three largest TIS offices. At each office, the system that had the
most {multi-user) activity was identified. Volunteers who were willing to have all their usage on that system
audited were instructed to make a simple change to their LD_ LIBRARY_PATH environment variable. This
enabled the audit data collection software.

Protecting the privacy of the audited users was a significant concern, especially because audit data about
users would be transmitted off site. Some users did not want their use of particular programs to be audited.
To address these concerns, multiple levels of auditing were implemented, and each user was permitted to
determine his or her auditing level. The implemented levels included: no auditing, partial auditing (a core
set of programs only), and full auditing (every dynamically linked program run by the user). Each user
also had the ability to turn auditing on and off at any time. In addition, user IDs were collected but user

names were not. Without the user table, there would be no way to associate the data with any particular
individual.

2.4 Results of Data Collection

. With regard to impact on system performance and reliability, the audit data collection software caused only
minor problems after being installed at the three sites. On occasion, the data collection file grew so large
that it used all available disk space. There were a few instances in which auditing was wrongly blamed for
reliability problems that were actually caused by unrelated errors. _

The TIS Glenwood, Maryland, office was the main source of audit data for the study. Because one of
the experiments required data from more than one “environment,” data was also collected at two other
TIS offices. Although everyone at the TIS Bay Area office in Mountain View, California, volunteered for
auditing, there were so few users that too little data was collected on the system to be very useful. The TIS
Los Angeles, California, office was useful as a source of “different environment” comparison data.

Site Per-Image Periodic
Total Bytes Total Bytes
TIS Glenwood | 120,416,964 | 2,148,201,316
TIS Los Angeles | 218,043,920 —
TIS Bay Area 4,886,784 —_

Table 1: Amount of Audit Data Collected

Table 1 shows the amount of data collected at each TIS office. Although almost twice as much per-image
data was ultimately collected from TIS Los Angeles as from TIS Glenwood, much of the Los Angeles data
was collected in a time frame that was not useful to the analysts.
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Process ID
Control terminal
Accumulated CPU time
Percent of CPU time used by this process
(decayed over time)
Accuniulated CPU time for this process and all its
children
Current command name
Current command plus any arguments
Numeric user ID
Combined size of data and stack segments (in kbytes)
Real memory size of process
Percentage of real memory used by this process
Disk I/0 - page ins
Session ID of process
Start time of process
Exit time of the process
Process current state flags: system proc,
proc being traced, etc.
Process nice level
Process ID of root of the process group
Process’s parent ID
Number of open files
Fumber of major and minor page faults incurred
Number of swaps incurred
Integral of process’s real memory usage over time (e.g.;
60K over 3 seconds, integral = 180)
Seconds resident (for scheduling)
Ticks of cpu time
Virtual size of the text segment
Characters read/written
User time used
System time used
Messages sent
Messages received
Signals received

+ o+ + +

+ 4+ + + A+ o+ + +
S S T S S S S +

+ +
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Figure 1: Audit Variables Collected

Figure 1 shows the process statistics that were collected from the process table. Shortly before beginning
data collection for SRI, TIS enhanced its audit collection software. This meant that the content of the audit
records provided to SHC and SRI were different and TIS was able to provide SRI with a few more audit
fields. Figure 1 shows which fields were provided in the per-process image data to each subcontractor.

3 Audit Data Analysis Overview

Although the goal of the Export Safeguards analysis is somewhat different from that of conventional intrusion
detection, the project was able to take advantage of analytical techniques and approaches that have been
developed for conventional intruder detection. Both subcontractors first undertook a “training” phase, in
which a large number of records were analyzed to yield profiles of the applications represented in the data.

In order to ensure objectivity, the subcontractors were told nothing about the content of the data files
used for training, other than the source of the data, the format of the records, and the fact that each
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record represented an application image. In fact, with one exception this is also true for the files used as
candidate representatives of misuse. One file of data from Glenwood included several records that were
created as a result of running a few unusual, resource-intensive applications. Both subcontractors were told
which file included the resource-intensive data, but neither was told anything beyond this. Apart from the
resource-intensive records, there was no difference between the files used for profile training and those used
for comparison testing with the profiles.

The following two sections describe the two independent sets of experiments. The two approaches were
very different. SRI’s New Intrusion Detection Expert System (NIDES)[4] was well-suited to completeness
and depth of analysis. To complement this approach, the goal of the SHC work was breadth of analysis,
exploring several analytical approaches related to pattern recognition.

3.1 Description of NIDES Tasks

NIDES? has been used for research in intrusion detection for several years. Compared to traditional intrusion
detection, the Export Safeguards project required somewhat different analysis using a fairly unusual set
of audited characteristics of application behavior. Therefore, it was necessary to design and implement
“measures” of behavior that had not previously been used. Apart from that, it was fairly straightforward to
adapt NIDES to profile applications instead of users. Because each record was identified by the name of a
program and because the content of the record represented the execution of that program, it corresponded
directly to the usual user ID/user behavior paradigm of conventional intrusion detection.

Only the NIDES statistical tool was used for this project. NIDES built a statistical profile for each
subject — an application program, in this case — that was represented (a sufficient number of times) in a
“training set” of audit data. NIDES uses profiles as baselines of acceptable behavior. Instances of recent
behavior for each subject can then be compared to the subject’s profile. NIDES compares groups of recent
record(s) of activity for each subject with the established profile for the same subject name to see whether
the recent records are anomalous. Recent activity that is anomalous compared to profiled activity for the
same subject is labeled as “masquerader” data. That is, a “masquerader” is a record whose name indicates
it represents a different application than it actually does.

For this project, because the subjects were applications instead of users, it was more important to learn
whether individual non-training records were anomalous. User behavior is more appropriately. interpreted
based on activity that is represented in a collection of audit records, but it was expected that each invocation
of an application would be as significant as any other.

Several files of raw, unadulterated data representing actual system usage were collected. At least one
month’s worth of data was needed for establishing the baseline profiles. A subsequent data file, although
also including only unmodified, raw data, included five noteworthy records. These five records, although
properly labeled with their true application names, had been intentionally included as a sanity check. The
five records represented the execution of two unusually resource-intensive (RI) applications. One was a
password checker and the other was a prime number generator. It was expected that these applications
would produce audit records that were significantly different from those normally generated at the audited
sites. These records were used in refining, or tuning, NIDES’s ability to detect masqueraders. By changing
the name of an application on an RI record, the record could be used to try to masquerade as any (or every)
profiled application.

The most systematic and exhaustive experiment involved cross-profiling. Unadulterated non-training
records were used as “masqueraders” by comparing each application’s records against the profiles of every
other application. This was an excellent way of simulating a large amount of candidate masquerader data
because, in effect, each non-training record could have its name changed so that it could masquerade as every
other profiled application. The RI data records were useful as a sanity check, but precisely because they
were so unusual they did not serve well as a fair test of NIDES’s ability to differentiate normal applications.
Cross-profiling of normal application records was much more informative than detection of RI records.

2NIDES is a revised version of SRI’s Intrusion Detection Expert System (IDES)
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3.2 Approach and Findings

For NIDES, the parameters that control profile-building are tuned in three phases — concept, verification,
and refinement. NIDES’s ability to detect masquerading records improved throughout these phases. As
mentioned above, the RI records were used in true-positive testing, in which it is seen how successful the
application profiles are in detecting, among a stream of records, known masqueraders that were not contained
in the training data set. False-positive testing, which determines whether the profiles erroneously indicate
that known non-masqueraders are potential masqueraders, was also performed.

3.2.1 Cross-profiling Experiment

The most comprehensive experiment involved running each application’s records against the profiles of every
other application. Of all the experimentation performed by the subcontractors, the completeness of this
experiment resulted in the most objective evaluation of the utility of statistical intrusion detection techniques
and of the usage variables that were collected for the purpose of differentiating applications.

Many applications had profiles that were too forgiving to be used to reliably detect masqueraders. Some
applications, though (e.g., “pwd”), had profiles that could be used very successfully to detect almost all other
applications. Other applications, e.g., “latex” (but not “pwd”) were highly detectable by other applications
and had profiles that were very successful at detecting almost all other applications. Still others, e.g., “vi,”
were fairly easily detected by other applications yet had very forgiving profiles. Profiles of applications such
as “gettfullnm” were unusually useful for detecting some applications but of little value for detecting others.

Overall true-positive detection percentages were computed for all applications. True-positive detections
are those in which NIDES flagged a masquerade. A false-positive detection occurs when NIDES erroneously
indicates that a record is 2 masquerader when in reality it is not. The most successful, least tolerant,
profiles, i.e., those with the best overall true-positive percentages, belonged to “latex” (98.53%), “getfullnm”
(98.24%), “stty” (95.43%), “fmt” (90.02%), “emacs” (86.23%), and “mymoreproc” (82.40%). The least
successful, most tolerant, profiles belonged to “vi” (6.19%), “grep” (13.38%), “cp” (24.07%), “compile”®
(24.71%), “Is” (32.84%), “rm” (34.81%), and “more” (35.06%).

3.2.2 Grouping Experiment

Another experiment investigated the feasibility of grouping together applications with similar functionality
to see whether the combined group profile could effectively be used to discriminate applications that are not
members of the group. It was hoped that application groups might realistically represent the activity of an
organization that might benefit from the type of control envisioned in the Export Safeguards project. For
example, if the set of programs that -comprises an organization’s accounting system could be characterized
as a group, then it would be possible to detect when any non-accounting program was run, without raising
an alarm unnecessarily when any individual accounting program is replaced by another accounting program,
possibly an upgraded version of the original.

With respect to Export Safeguards operational scenarios, the results regarding group profiles for func-
tionally related programs must be regarded as a strong negative. No evidence was found that functionally
related programs may be grouped in such a way that their combined profile may be effectively used to
detect programs outside the functional group. Three groupings were designed. Groups A and B were both
designed by referring to NIDES statistical information that indicated they might show high within-group
similarity and high out-of-group detection rates. Group C was chosen prior to the NIDES analysis, based
only on intuition regarding functional similarity. Groups A and B contain fewer members than Group C
and were designed specifically because it appeared that their profiles would combine in a useful manner.

In the majority of cases, Group C’s profile is worse than those of Groups A and B for detecting programs
that are not members of the group. For example, “ghostview” could be detected by Group C only 59%

3This is not 2 compiler or a standard UNIX utility. It is a tool that compiles a directory of telephone numbers into a format
more suitable for searching
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of the time at the “yellow”* level, compared with 64.4% for Group A and 82.7% for Group B. There are
occasional instances in which Group C performed as well as one or the other group, but this is rare. This
should not be interpreted as a failure in designing Group C with the “wrong” members. Rather, it indicates
that group profiling based on apparent functional similarity is likely to be an extremely difficult approach
to misuse detection in the Export Safeguards scenario.

3.2.3 Measure Averages

The analyses produced “measure averages” that indicate how useful each of the audit fields was in differen-
tiating applications. Although measure averages were not produced for the cross-profiling experiment, they
were produced for detection of the RI records with respect to all the application profiles. Of the twelve
measures shown, one of the most consistently useful measures was MEMCMB (combined size of data and
stack segments). SIGNAL (signals received) and TEXTSZ (virtual size of the text segment) were the least
useful.

3.3 Description of Pattern Recognition Tasks

Spring Hill College was selected as the second subcontractor because of the staff’s previous research on
intrusion detection using non-parametric pattern recognition techniques [3]. It was felt that pattern recog-
nition was the most promising approach to characterizing application behavior, because it had been used
successfully in the past to help determine which behavior features are the most distinctive among a popu-
lation of users. Instead of analyzing the behavior of a population of users, though, this project’s goal was
to analyze the characteristics of a population of application programs.

Nonparametric pattern recognition provides two potential benefits. First, it is intended to reduce the
problem of erroneously flagging some behavior as anomalous (a false positive alarm). Because initially there
was no information regarding the profiles of applications, it was expected that false positives would be a
significant problem. A second benefit of the nonparametric approach is its ability to deal with large amounts
of data in a relatively small amount of time. This means that this kind of analysis is suited to a real-time
operational setting. Although for this Export Safeguards project an operational scenario included off-line
analysis of audit data, the fact that this analysis could be performed in real time could be a significant
advantage in other scenarios. For example, if audit data is being analyzed to detect the activation of a virus
(see Section 4 below), then the ability to perform analysis in real time is beneficial.

First, a profile was developed for each application that appeared in the audit data. Although it turned
out that only a few of the variables (audit fields) were useful discriminators, the subset of variables that
were of use turned out to be good discriminators. don’t have many different colors and numbers. The
pattern recognition analysis discovered a three-variable cluster that was very useful in distinguishing the
set of audited applications. Combined size of data and stack, real memory size, and cumulative number
of disk I/O page ins were reliable discriminators among application programs. To see how good these
three-variable profiles were, in the second phase of the study, candidate “misuse” records were compared
against the profiles. To provide a source of “misuse” records, raw data files, similar to those used for
profiling, were altered by changing the program names on 286 (one per cent) of the records. The bogus
names were chosen randomly from the list of valid program names. In this way, records were created that
represented potential misuse, i.e., a program “masquerading” as another program. Using three detection
techniques, these switches could be detected about 97% of the time. Although reducing the rate of false
positive detections was a goal of previous pattern recognition research, it was not a goal of the pattern
recognition experiments to determine the false positive detection rates for the techniques.

Had resources permitted, it would have been useful to simulate a more subtle kind of spoofing. For
example, instead of program names being chosen randomly, they could have been chosen expressly because
the profile of the chosen application was similar to the profile of the application being spoofed. Following is
a brief description of the approach and findings of the pattern recognition analyses.

*An audit record is flagged at the yellow level when the combined abnormality of all its measures of behavior exceeds the top
1% threshold value of the profile against which the record is being compared.
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3.4 Approaches and Findings

In order to compensate for the handicap of the unavailability of kernel source code and the relative paucity
of audit fields, it was decided to investigate a range of analytical approaches to identify distinguishing appli-
cation characteristics. There were several primary approaches. A brief discussion of two of the approaches
and the findings of the most significant experiments is presented below.

3.4.1 Data Reduction by Binary and Ternary Breakpoints

The objective of data reduction is to make a large amount of data easier to analyze without suppressing
so much detail that the analysis is not informative. Data reduction techniques typically replace actual
observed data values by mapping them to a smaller set of values. There are several ways of doing this. For
the Export Safeguards project, the set of observed values for each field was mapped into sets of only two
or three values. This is similar to mapping an analog signal into zero or one — binary breakpoints — or
mapping many shades of color into black or white or gray — ternary breakpoints. The goal is to identify
the fewest number of breakpoint(s) without losing so much of the original detail that the data field no
longer contributes to differentiating the record. The audit data was mapped to 0/1 and 0/1/2 breakpoints,
according to percentiles. For 0/1 reduction, the lowest 50% of the values were mapped to zero and the
highest 50% were mapped to 1. For 0/1/2 reduction, the values were categorized into the bottom, middle,
and top thirds.

Because there were several data fields that were mapped to their category values, the string of category
values for each record can be regarded as its “pattern.” Binary breakpoint reduction yielded an 8-bit
bit-string pattern.®

Breakpoint data reduction facilitated several types of analysis. For example, when 286 samples out of
28,437 records had their program names changed as described above, 248 of the changes were detected by
noting that the binary pattern represented by the data values on the records were inconsistent with the
(altered) program name on the records.

Another use of breakpoint reduction was in characterizing overall system usage. The purpose was to
learn whether the application profiles were transferable to other “environments.” A different environment
might mean a different user population, system configuration, or machine architecture.

Table 2 shows performance characteristics for the three environments that were audited. All three were
SPARCs processors configured as both hosts and file servers for a local network.

One way of learning about transferability would be to compare individual audit records from one machine
against profiles generated on another machine. To shed light on this issue, overall profiles of system usage
were compared. The intent was to determine whether profiles generated by breakpoint reduction on some
system with some set of users could be used to detect other applications on a different system with a
different set of users to quantify the significant (as defined for the purposes of this project) differences among
the machines that were being audited. Were more resources available, it would be useful to formulate a
“normalization vector,” i.e., a set of transformations that could be applied to application profiles generated
on some machine in order to make them relevant to some other machine. This project’s analysis confirmed
that such normalization would indeed be necessary for transferability.

Site Proc Speed | Users | RAM | Swap | SCSI { MFLOPS | MIPS | Main Bus

Type mb mb | mbs : mbs
TIS Glenwood | Dual 33mhz 50 64 | 120 5| 6.1(dual) 40 128
TIS Los Angeles | 10/30 33mhz 10 48 150 5 10.6 86 >80
TIS Bay Area SPARC2 | 40mhz 3 32 64 10 4.2 28.5 80

Table 2: Performance Characteristics of Audited Systems

®For comparison, the NIDES analysis used sixteen logarithmic category bins. This would correspond to fifteen breakpoints.
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3.4.2 Data Reduction by Clustering

Clustering is somewhat similar to breakpoint data reduction in that raw data values are mapped to a
smaller set of values. However, it has an advantage, because it is more sensitive to the potential importance
of outlying values. Whereas binary breakpoint reduction arbitrarily maps all values above the median to the
same category, [1] describes clustering as “finding natural groupings in a set of data.” In a geometrical sense,
if a set of data has n variables, then cluster analysis would identify the “clouds” of raw data observations
in n-space that best represent the entire set of observations. Each cloud includes a subset of observations
that are similar to each other, i.e., that have similar values for the same variables.

Of the 286 records whose application names were altered, detection by cluster membership was successful

.with 191 records — about two-thirds of the cases.

Probabilities of cluster membership for the different environment were, as expected, different from the
profiles. This also points up the need for normalization of application profiles, including cluster membership,
before they can be utilized in an environment other than that in which the profiles were created.

4 Conclusions and Further Work

In general, the results of the analyses were mixed. It was demonstrated that profiles of applications could
be built using techniques that had been used for intruder detection. In most cases, though, these profiles
were not highly reliable for use in detecting other applications. Given the relatively small set of audit
variables available as candidate discriminators, the results should not be used to infer that intrusion detection
techniques are not promising for application differentiation. However, the results of this project suggest that
monitoring system usage to detect misuse remains a research topic. Moreover, there remains significant
uncertainty that monitoring for this purpose will ever be able to achieve the degree of accuracy that would
justify relying on it.

The negative results regarding grouping applications according to functionality cast doubt on the feasibil-
ity of inferring application functionality from audit data. Further thought and investigation will be required
if this technique is to be successful. Although the statistically similar applications could be grouped with
a small degree of success, this does not have a great deal of utility for the Export Safeguards operational
scenario.

Based on this project’s experience and results, it appears that there are several related areas that would
benefit from further research. These are not meant to be strictly “follow-on” projects. Rather, they are
aspects of audit data analysis, some fairly closely related to this project and some more tangential, that are
deserving of some attention and effort by the intrusion detection community.

4.1 Efforts To Benefit Export Control Monitoring

As mentioned above, monitoring system usage to detect misuse remains a research topic. In the event that
additional work will be undertaken in this area, below are listed suggested directions for that work.

4.1.1 Awudit Trail Standardization

An area of research that would indirectly benefit export control monitoring is audit trail standardization.
Effort in this area was one of the recommendations of the System Design and Long-Term Issues group at
a recent workshop [2]. Because standardization will constrain the types of detection that are possible, it
is important that the needs of application monitoring be taken into account. For example, this project
might have failed if the only data available were those features normally audited for intruder detection.
Application differentiation depends less on user-controlled variables, such as login/logout time and session
location, than does user differentiation. It depends more on variables that are not under the control of a
user. Standardization efforts should take into account the various purposes of audit data analysis, so that
as many uses as possible may be accommodated.
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4.1.2 Transferability of Application Profiles

There was little success in the investigation of the detection power of functional groupings. The purpose
of the experimentation was to characterize an entire organization’s (or suborganization’s) activity. This
problem would also benefit from additional efforts to develop “normalization vectors.” A first step in this
direction was the attempt to profile the overall usage of the system configuration at TIS Glenwood. This
first effort was not tightly controlled, so the specific numeric results are not very reliable. However, it did
indicate that it might be possible to perform experiments, similar to system benchmarking, designed to yield
a set of functions by which applications profiles built from audit data at a site could be useful in detecting
masqueraders at a different site. To be reliable, all aspects of the audited sites would need to be known
and preferably controllable. These include: characteristics of the user population (e.g., novice or expert),
machine architecture, commonly run applications, peripheral characteristics, and system load.

4.2 Other Uses of Application Profiling
4.2.1 Detection of Virus Activation

Another potential use of application differentiation is the detection of virus activation. This differs from virus
detection in which source or object code is analyzed to see whether any of a known set of virus infections is
present. Instead, applications that are vulnerable to viruses could be profiled in a way similar to what was
done for this project. A possible approach would be to characterize normal, uninfected behavior of these
programs over time. Program executions that differ from normal profiles could indicate the presence of a
virus. If the events to be audited over time require modifications to the kernel, then this type of detection
would almost certainly require source code for the subject operating system.

4.2.2 Analysis of Sequential Activity

Another possible direction would be to pursue identification and subsequent recognition of sequences of
events within audit data. Section 2.3 mentioned the potential use of “per-interval” audit data in analyzing
sequences of actions. This area has barely begun to be researched by the intrusion detection community.
Standard intrusion detection has primarily considered sequential activity only in terms of prespecified rule
bases and hypothesized scenarios. It might be worthwhile to design a tool that could analyze periodic audit
data, determine which sequential patterns exist, and incorporate this information into application profiles.
This could be used, for example, in real-time detection of unknown viruses, by noting a disruption in the
usual sequence of events for each application.
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CAN COMPUTER CRIME BE DETERRED?
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Abstract. Deterrence is an essential element in the control of criminal behaviors.
The primary objective of deterrence is to secure compliance with the law by detecting
violations, discovering the perpetrators, and appropriately penalizing them to inhibit
future violations. :

In this paper, deterrence is applied to information protection, based on the premise
that deterrence should be considered as a central concern in addition to the existing
technical and managerial approaches to computer crime prevention. There is a need
for personnel security officials to determine how best to change the existing percep-
tions of employees and outsiders regarding the risks of getting caught in computer
crime activities as well as the perceived payoffs from such activities.

Various concepts of deterrence are reviewed, followed by a discussion of what social
science researchers know and don’t know about the topic. Problems in applying the
concept to computer crime are considered. The final section of the paper focuses on
the particular types of computer crime and computer users appearing to have the most
deterrence potential and the policy and program approaches needed in order to
create deterrence within Governmental organizations.

An earlier version of this paper was presented at the Computer Crime: A Peopleware
Problem Conference, sponsored by PERSEREC, Monterey, CA, 24 -25 Oct. 1993. My
appreciation to Dr. Ted Sarbin for guiding me and for developing the conference.
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Why is Deterrence Important for Computer Crime Prevention?

Discussions about appropriate punishments for computer criminals often suggest that
harsher punishments are needed to deter their behaviors. Yet, a review of the
criminological literature suggests an uneven and often contradictory picture of the
effectiveness of deterrence. The purpose of this paper is to explore whether deter-
rence can contribute to computer crime prevention and, if so, the conditions under
which it can best be achieved.

At this time, deterrence is not considered as an important aspect of information security
and computer crime prevention. This lack of consideration is less due to a conscious
consideration that deterrence cannot work than for operational reasons. While
legislators and attorneys may consider the issue in their deliberations, information
security personnel are more concerned with the direct issues of prevention and
detection rather than the broader issues of determining an ideal punishment scheme.
Organizational lawyers and senior executives make deterrence-related decisions but
they must weight reputation and other critical organizational concerns. If organizations
choose not to press charges against an individual found committing a computer crime
or abuse in order to protect the organization's reputation, that "letting someone get
away with it", even when the person loses their job and is punished in other ways,
sends a clear message to other employees. Thus, the current treatment of information
protection problems may well run counter to deterrence.

It is important to consider how to place deterrence within computer crime prevention
efforts. A deterrent perspective can help to guide national policy, particularly in
making computer crime and related laws more effective in curbing computer crimes
and abuses. Even limited success with deterrence can provide some protection from
an increasing number of computer crimes and the growing seriousness of the
problem.

What is Known About Deterrence?

Deterrence is an essential element in the control of criminal behaviors. Its primary
objective is to secure compliance with the law by detecting illegal activities, discover-
ing the perpetrators, and appropriately penalizing them in order to inhibit future
violations.

Deterrence offers a rational approach to limiting an individual's involvement or
willingness to participate in illegal acts. Deterrence is built on the assumption that if
the cost of an undesirable behavior can be increased, the behavior will decrease.

Classical deterrence models suggest that the effectiveness of the legal cost or threat is
a function of how individuals perceive the certainty, severity, and celerity (swiftness) of
punishment. This "rational-choice” behavioral model is based on the premise that
humans are rational, hedonistic beings who know what is harmful to them, so that
based upon a knowledge of laws and the fear of sanctions, they are able to choose
and control their behaviors to avoid adverse consequences. Social control experts
need only understand the correct “dosages" of rewards and punishments in order to
lead individuals to behave properly.

© Copyright, Data Security Systems, Natick, MA 1993
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Empirical research on deterrence, however, does not support this “rational-choice”
model. Various empirical social science studies on crime lead to the conclusion that
" deterrence is much more complex than theory (and common sense) suggest. [24; 25]
Criminals may not act as rationally as the theories assume, there are complicated
rules affecting how an individual perceives risky situations, and many individual as
well as or?anizational factors intervene between the threat of legal sanctions and
bgl'iaviora outcomes. (A fuller analysis of the deterrence literature can be found in
18.

Comparatively little agreement exists in the research literature about deterrence and
its application to criminal behavior. [12; 3] In general, the little agreement that exists
regarding deterrence is that the opportunity and reward components of the rational-
choice model of crime appear to be operative under certain conditions while the risk or
cost component, as measured by perceived risks of formal sanctions, does not appear
to be operative. [12]

Clearly, the mechanistic approach to human behavior and control structures is
simplistic, both for its limited understanding of the complexities of rational behavior as
well as its emphasis only upon formal legal sanctions. The varieties of human
behaviors, the complexities of human perceptions affecting behaviors, and the often
inadequate functions of social control make this approach problematic.

The "rational potential criminal" may apply to limited cases. People who contemplate
committing a crime often have incorrect or unrealistic perceptions of the probabilities of
being sanctioned and of the severity of the sanction. Further, many people who
commit crime act on impulse, either under the influence of drugs or alcohol or simply
as the result of opportunity and need intersecting. [7]

More specifically, the research can be summarized by three conclusions. [Ibid, 102-
103] First, research has failed to unearth a consistent deterrent influence of perceived
severity of formal sanctions. Second, while most studies find a consistent but modest
effect of perceived certainty of formal sanctions, others find that this effect is condition-
al, holding only for persons who are uncommitted to conventional morality. Third, the
above results may be questionable because of methodological shortcomings of the
studies from which they were generated.

Relatively little is known about risk perception and behaviors as it applies to crime
decisions, although there is a large literature on risk perception and decision making
applied to other topics, including gambling and health. [19] Studies of risk perception
and deterrence have failed to recognize the complexity of the perceptual processes
that intervene between the threat or experience of legal sanctions and the behavioral
outcomes. There is a need to specifically examine computer criminal perceptions of
punishment as well as risks [4].

There is a growing consensus on the importance of informal social controls in
deterring criminal behaviors in place or or in addition to the more formal legal controls.
These informal sanctions, called extra-legal factors, create compliance with socially
accepted behaviors. In a review of trust violations [11], the organizational literature
reveals differing types of formal and informal controls over illegal behavior. Informal
sanctions (co-worker reactions) can be even more effective than formal sanctions
(corporate and criminal law). [13; 6] Conscience or internalized norms and attach-
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ments to significant others, including friends, family, and colleagues/peers, can
influence criminality by decreasing the expected gain or utility of crime. [14] Shame
and embarrassment are informal threats of sanctions that are important predictors for
some individuals on whether they will become involved with criminal behaviors. [5]

It is unclear from the research what strategies are most effective for increasing
deterrence. There does tend to be agreement about the essential factors affecting an
individual's decision to commit a crime. The most relevant include:

(1) crime control factors- the certainty, swiftness, and/or severity of punish-
ments, both formal legal sanctions as well as interpersonal sanctions by family,
friends, and significant others

(2) risk and prbfit factors-interactions of individual perceptions, objective cost-
benefit realities, and behavioral activities

(3) individual (“internal®) factors-how conventional norms are accepted by
individuals as moral reasoning and self-image concerns

(4) crime opportunities- the protective safeguards in place, crime event decision-
making, and the opportunity costs considerations

Yet, how much each of these contribute to the crime decision or how each of these can
be changed in order to deter crime is not certain. At this time, there are no sure ways
to know which social policies on deterrence are most effective or could be considered
as an appropriate means to diminish crime.

ApDlving Det to Computer Crime Preventi

There is a need for information security officials to determine how best to change the
existing perceptions of employees and outsiders regarding the risks of getting caught
in computer crime activities as well as the perceived payofts from such activities. That
will not be easy but there are several applied social science options available.

As with other white collar criminals, computer criminals are often more easily dissuad-
ed than are “less rational” criminals who commit illegal acts when opportunities occur
rather than as a result of planning their crimes. Further, the extra-legal social stigma
and negative affects on job opportunities can be powerful incentives to prevent certain
middle-class persons from becoming involved with computer crime. In these ways,
certain forms of computer crime and certain potential computer criminals are more
deterrable than others.

Making deterrence part of computer crime prevention will not be a simple effort. As
difficult as deterrence is to apply, computer crime makes an even more difficult target.
The variety of computer crime activities tends to complicate the determination of what
would be the best deterrence policy choices. What might work for teenaged hobbyists
might not work for destructive hackers. Average users might be more affected than
technically skilled users. Individuals might be deterred but managers who decide to
use computers for organizational gain might not be. [1] Deterrence might work in one
industry but not work in another industry. Further, computer use now involves a variety
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of environments, including home, school, work, hobby, etc.. All of these have different
gorrw‘tro_ls (or lack of them) and an inconsistent and non-sequential ability to influence
ehaviors.

Partial answers about deterrence are possible, at least in terms of where deterrence
emphases need to be placed. Legislative, law enforcement, and organizational
changes need to be made in order for deterrence to be effective with computer crime.

Legislativ n

Deterring computer crime will require the public sector to pass improved legislation
(2) and the private sector to study, develop, and implement appropriate security
measures. Computer crime deterrence requires more apprehension and punishment
in order to function. [15] Even though there are 49 state computer crime laws and a
number of Federal computer crime laws, there have only been a handful of criminal
prosecutions. [22] If the perception of the certainty and severity of punishment is a key
variable in explaining deterrence, then the law has not been an effective force in
controlling computer crime. [10] Deterrence of computer crime should focus on
tailoring penalties to computer crime severity, with special attention being paid to key
information processes, industries, and types of violations. As important, there is a
need to consider revising wire and mail fraud laws so that they more directly cover
new technological development. These fraud laws, as well as other laws, have often
been used by prosecutors in place of the weak and outdated state and federal
computer crime laws.

Changes are also necessary in terms of mandatory reporting. One federal prosecutor
(private conversation) suggested that computer crime will not be controlled until
organizations are required to report these crimes to law enforcement. Such a
requirement would maximize opportunities for the authorities to determine which
cases require legal attention rather than to await cases depending upon the willing-
ness of organizations to press charges. Interestingly, the Federal Sentencing
Guidelines [17], which emphasizes the reporting of crime (as well as detection and
prevention) and recent SEC barring of Salomon executives from further Wall Street
activities due to their lack of reporting of underling's illegal acts may serve as a
warning shot to managers. The U.S. Sentencing Commission ‘s consideration of
computer-related crimes for inclusion under the Guidelines could increase organiza-
tional attention to this issue even further.

Law Enforcement Changes

Legislation and regulation alone will not be sufficient, however. If deterrence is to
become more of a computer crime prevention issue, law enforcement aspects of
computer crime prevention, such as current resource limitations on investigation and
prosecution of computer crimes, will also have to be addressed. In many ways,
deterrence involves risk and *payoff* decisions by individuals [8]. For most individuals
who commit computer crimes, detection and punishment are so infrequent that this
would seem to be of little concern to them. Those few computer crime cases which
have made it into the criminal justice system have not led to speedy or severe
punishments. At times, cases are mishandled by law enforcement agencies [20],
raising questions about the effectiveness of the law.
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rganizational Chan

Beyond formal laws and regulations, there are other possibilities for applying deter-
rence to computer crime. One possibility is to focus on countering the social influenc-
es that lead people to commit crimes. Researchers have found that controls over
certain illegal behaviors were associated with moral commitment (internalization of
legal norms), fear of social disapproval, and fear of legal punishment. [5] Relating that
to computer crime, it is clear that organizations can attempt to influence perceptions of
appropriate computer behaviors.

To a large degree, employees are influenced in their views about “normal" computer
use and computer crime as a result of group interactions. Individuals make decisions,
including risk decisions, as group members and are influenced by group norms. In
that sense, an individual's perception of risk can be modified by the tendency of a
group discussion to shift the preferences of members of the group toward more risky
choices than they would have selected as individuals. [9]. On the other hand, if the
group process can be influenced by deterrent messages, then this may be an effective
means of swaying individual perceptions toward viewing increased risks of computer
abuse activities.

Deterrence of computer crimes can take other behavioral forms. For some employees,
minimizing their opportunities to legitimize or neutralize their crimes forces them to
understand what are and what are not appropriate activities. Sykes and Matza [21]
suggest that there are five major types of neutralization. These are (1) denial of
responsibility, (2) denial of injury, (3) denial of the victim, (4) condemnation of the
condemners, and (5) appeal to higher loyalties. Relating this to computerized
activities, an organization can attempt to specifically counter these attempts to redefine
crimes, forcing employees to understand that there are no justifications for what they
are attempting.

This countering of justifications is particularly important for two reasons. First, comput-
erized environments remove people from direct access to many of their work functions,
with work "disappearing behind the screen”. [25] Work consists of pushing keys,
moving data files, and other abstract work that can remove the individual's feel of
control and involvement as well as responsibility for his or her acts. Second, the
downsizing of the Government and other economic threats that are striking the
American labor force are causing anger and resentment among employees. [14] The
result is a situation that easily allows individuals to view themselves as victims and to
structure their criminal activities as something that is appropriate, allowable, and, in a
word, a “non-crime".

Organizations can minimize these “non-crime" viewpoints by developing:

(a) information security awareness training that directly stresses what is a
crime, viewed legally as well as ethically

(b) social control mechanisms that stress group norms and social embarrass-
ment which stress that such activities let down colleagues and
co-workers [13]
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(c) deterrence for employees using computer systems by finding and
questioning work errors, providing prompt security warnings, and .
highlighting the fact that there is control and security monitoring in place

(d) distribution of information about the punishments that have been given
to convicted computer criminals :

Finally, computer crime can be perceived by employees as a “normal” response to
organizational structure. This crime can be controlled by changing the organization-
al climate and/or how it is perceived by employees. A “criminogenic" environment
[16] is where the organizational culture, values, and structure unwittingly contribute
to crime by sending certain messages about crime. Security managers should
determine if their organization has such an environment and, if so, what can be
done to change those messages. Surveys of how employees view information
security and computer risks would determine whether an organization is producing
positive or negative messages about crime. Do employees perceive that access
control measures are put in place? Do they feel that security mechanisms are
operating? Do they assume that their bosses have little interest in security? Are
crimes often found in the organization, indicating organizational vulnerability? [f
these factors are found, the organization may have a climate that supports or in
other ways fosters computer crime. If this is true, then security personnel need to
actively change organizational structures and employee perceptions. [Ibid.]

It is clear that making deterrence a computer crime prevention option will be a
difficult undertaking. There are, however, specific changes which are available
that can lead employees and others to learn that computer crime does not pay. It is
important that the information security community, working with legislators and
prosecutors, determine effective deterrent measures that can protect information.
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Abstract: This paper presents a rigorous demonstration that the elements of the purpose of
information security should be expanded from availability, integrity, and confidentiality to
availability and utility, integrity and authenticity, and confidentiality and possession. This
discussion identifies loss scenarios that information security clearly should address and
demonstrates that each scenario is addressed by one and only one of the six elements.
Therefore, all six elements are needed. The six elements aid in identifying a far more
extensive list of threats than has been previously produced. In addition, by adding possession
to the list, new insights are gained about the differences in military/government and business
information security.

INTRODUCTION

The purpose of information security that most information security specialists identify is to preserve
the three elements of confidentiality, integrity, and availability of information. In a 1991 paper,
“Restating the Foundation of Information Security” [1], I argued that this is a dangerously oversimplified
definition of information security. The preservation of these three elements does not include protection
from many kinds of information losses that information security should address. My intent is to
demonstrate in more rigorous fashion that these elements must be expanded for information security to
be sufficiently comprehensive to protect information appropriately in all of its security aspects.

Accordingly, I have added utility, authenticity, and possession of information as additional elements
that must be included. I discovered the last element, possession of information, in dealing with the theft
of small computers, wherein the value of loss of the exclusive possession of the information content of
the stolen computers is often greater than that of the computers. Yet the thieves may not even be aware
of the information and therefore violate neither the possible confidentiality nor availability of it when the
victim still possesses a backup copy. The victims have lost exclusive possession of the information in
these cases but not its confidentiality, availability, utility, integrity, or authenticity. The victims might
suffer a loss from extortion, for example, even if none of these other elements are violated.

iongle for Expandin ritv Elemen

The stated pairing and order of these six required elements and the resultant deeper understanding
of information security also have some logic and practical value as will be seen. I will demonstrate the
need for these six elements through scenarios of loss that information security must address when each
loss is explicitly covered by one and only one of the elements. Therefore, if a loss scenario is accepted
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as a subject for information security attention, then the element covering the loss in that scenario must be
attributed as an element of information security. In addition, I suggest some controls that are needed
specifically to protect the information from each loss. Some of these controls might be overlooked if
any one of the six elements has not been explicitly included. This demonstrates the usefulness and
practical application of the elements.

The possibility should always be anticipated that more elements of information security than the six
presented here may be needed to cover additional types of losses. This could happen as information
technology advances, criminals become more innovative, or the scope or nature of information security
is changed.

The inverse application of the elements must also be included for completeness in information
security. Each element is applied in terms of preserving attributes of information. The inverse
applications include the removal of the harmful attributes of information. Examples are: removing the
possession of information from those wrongfully possessing it, destroying the integrity or authenticity of
obsolete information so that it is complete and valid in its new form, removing the availability or utility
of information that is not supposed to be available or useful to certain parties at certain times and
locations, and preserving the right and method to make confidential information publicly known.

The recovery and correction functions of information security often come into play here. These
inverse applications of the elements will be considered to be implicit in this exposition of the elements.
Explicit treatment of them and the 1mp11cat10ns for the scope of information security will be left for
further analysis and a future paper.

If the elements of information security are not rigorously, comprehensively, and logically stated and
addressed in terms of correct English language meanings of the words used to state them, I claim that
information security will remain an incomplete and flawed folk art as it is today. Technical definitions
may narrow the meaning of words but must not conflict with common usage. For example, integrity has
been abused in this regard by defining it incorrectly to include the meaning of authenticity. (See the
appendix for the dictionary and proposed formal information security definitions of the elements.)
Without such definitions, information security and its practitioners would ultimately lose the confidence
of society, and the perpetrators of information loss would continue to successfully take advantage of
information security shortcomings both in practice and under the law.

For example, all information security specialists should understand that protecting the possession of
information as intellectual property is an obvious requirement under common, copyright, trade secret,
and patent law. Yet possession cannot be included within the meaning of the original three elements of
preserving confidentiality, integrity, and availability. To illustrate, possession but not confidentiality
can be lost if the victim encrypted the information before it was stolen. Moreover, by definition,
integrity is not lost or changed in this example, because integrity is an intrinsic property of information
content and is not associated with the extrinsic property of possession. On the other hand, possession
does not affect the content and its integrity. Finally, possession but not availability can be lost if, for
example, the new possessor makes the stolen information available for timely sale to the owner, such as
in a case of extortion. Exclusive possession can also be lost but availability preserved if only a copy of
the information is stolen. Loss of exclusive possession is unique to information in contrast to stealing
copies of tangible objects that are not authentic originals. Two or more people can simultaneously
possess the identical authentic information, and information security must explicitly take that into
account.
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Possession is an extrinsic property of information similar to confidentiality. The information may
or may not be possessed or held confidential, but this has no effect on the information itself.
Examination of the information does not necessarily identify who possesses the information or if anyone
possesses it; it could be in the public domain. In addition, the information may contain the ownership
identity but not the identity of the current possessor. For information security purposes, ownership
should be considered to be a form of possession, and ownership means possession or the right to possess
unless denied by a higher authority. For example, a judge could rule that a computer criminal has the
right to own a database held in escrow but only for the purpose of selling it or giving it away, not
possessing it. Under law, one party may possess information but another may own it. Stealing
information may be different from stealing the ownership of information.

I believe that possession has not been fully considered as a unique element of information security
because government, where possession and confidentiality are mostly considered synonymous, has
dominated the development of information security technology. Treating possession and confidentiality
separately reveals a profound underlying difference in the security needs of business and democratic
government, and makes clear why democratic government security and business security differ.

In a democratic government, information is collectively owned by all the people governed; it is
public information, and the only constraint is whether it should be kept confidential for the best interests
and with the consent of the people. Otherwise, at least in the United States, the Freedom of Information
Act requires that the information be shared with the public. A democratic government holds no
exclusive copyright, patent, or trade secret right to it. Government does not buy, sell, barter, or trade
information, except in some cases to cover costs of publication or to offset costs of other services.

Consequently, in business, information is a commodity or facilitates a service that is bought, sold,
bartered, and traded to make a profit. The primary purpose of information security is to protect most
business information as an asset or property.

The consequences of loss also differ between government and business. When government
information is stolen, only loss of confidentiality is feared, but when business information is stolen,
possession or exclusive possession is lost. Loss of confidentiality in business is only a severe negative
consequence in a few cases after loss of possession. For example, the huge problem of software piracy
is the loss of possession including control over its use, and confidentiality is rarely an issue. Business
does have a small amount of high-value information for which loss of confidentiality rather than loss of
exclusive possession is the greatest concern, resulting most often in loss of profits. A loss of
confidentiality in government, such as premature revelation of date and location of war games, would
result mostly in loss of military or diplomatic advantage. In business if a date and location for marketing
a new product were known to a competitor who preempted the effort with its own new product
marketing effort, profits could be lost.

We must conclude that business and government information security have some of the same
confidentiality concerns, but business information security has the additional element of possession that
government does not have. Taking most kinds of information from the government is not stealing and
no loss is incurred. Taking most kinds of information from a business is stealing, and loss of possession
or at least exclusive possession is usually most serious.

As concluded from the TCSEC Orange Book and the many other publications from the National
Computer Security Center and the National Institute for Standards and Technology, these differences
make clear that in government employee clearances, the principle of need-to-know, mandatory access
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control, classification of information, and cryptography are typically the most important controls. In
business, the owner, custodian, and user accountability principle of need-to-withhold; discretionary
access control; copyright and patent; and digital signatures are typically the most important controls as
seen from the proceedings of commercial information security conferences and trade journals.

f Expan ri lements i ntifyi

Now consider the value of the expanded and more comprehensive elements of information security
for the purpose of identifying threats.

More actions that adversaries may take against information can be conceived than the typically
stated modification, destruction, disclosure, and use if the security elements are separated into the more
distinct six parts. For example, I am led to derive a more comprehensive threat list for information
security [2]. The following is a far more complete list of abusive actions against information derived by
considering all six elements and from collecting and studying more than 3500 computer abuse cases
since 1958 [3]:

» Threats to availability and usefulness
— Destroy, damage, or contaminate
— Deny, prolong, or delay use or access
« Threats to integrity and authenticity
— Enter, use, or produce false data‘
— Modify, replace, or reorder
— Misrepresent
— Repudiate (reject as untrue)
— Misuse or fail to use as required
» Threats to confidentiality and possession
— Access
— Disclose
— Observe or monitor
— Copy
~  Steal
» Exposure to threats—endanger by exposure to any of the above threats.

The last item, exposure to threats, was added as a separate category to deal with the human
failing—and sometimes crime—of negligence on the part of managers, owners, custodians, users, and
information security specialists. Some of the threats listed might logically appear under different
elements such as damage and contamination that can cause loss of integrity and authenticity as well as
loss of availability and utility. The threats are placed, however, where they would be expected to first
cause the most likely loss and where a security specialist would probably look first.
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FORMAL DEMONSTRATION

I contend that the following six scenarios of information losses derived from real cases are well
within the range of threats, from the list above, and that information security should protect against
them. Following each scenario is an analysis of why each of the six proposed elements does or does not
address the loss scenario. Because one and only one element of information security covers each
scenario, that element must be included as a stated descriptor of information security. My suggested
formal definition (consistent with the dictionary definition) is given with each element as it applies to
information.

nario I: Availability (Immediately usable, capable or accessible for use, or may be obtained
for use)

Scenario I discusses the significance of the element of availability in a computer data file theft. In
an act of sabotage, the name of a data file is removed from the file directories in a computer possessed
by the victim. The data file is no longer available to the users because the computer operating system
recognizes the existence of information for users only if it is named in the file directories.

The other information security elements do not address this loss because the utility, integrity,
authenticity, confidentiality, and possession of the unavailable information have not been changed in the
scenario as stated. Therefore, since availability is prevented as a result of this act, preservation of
availability must be accepted as a purpose of information security. This scenario is based on a case in
Los Angeles where a credit union was shut down for 2 weeks in an extortion attempt to renew a program
maintenance contract. It is surely a case for information security concern.

The severity of availability loss can vary considerably. For instance, all copies of a data file can be
misplaced and not found until after the need for them is passed, or a data file can be partly usable with
delayed recovery at moderate cost. Or, the user may have merely inconvenient access to the file with
timely full recovery.

Loss Scenario IY: Utility (Useful for a purpose)

In this scenario, a serial killer encrypted detailed descriptions of his killings in his PC so that he
could relive them, yet they would be safe from others’ attempts to read them. When he was captured,
the police needed the clear text material as evidence, but the suspect claimed that he had forgotten the
key. The usefulness of the information had been lost and in this case could only be restored if
cryptanalysis could be successfully accomplished. (Cryptanalysis was successful, and the suspect was
convicted.) The loss of the information as evidence is surely an important information security concern.

Although this scenario could be described as a loss of availability of the key that was forgotten, the
loss described in the scenario of concern here focuses on the usefulness of the information, not on the
key. The only purpose of the key was to facilitate the encryption. In this illustration, the loss of utility
of the information was the concern. The loss of the key would be a different kind of loss. The infor-
mation in this scenario is available for decryption but in a form that is not useful for its intended purpose
until it has been decrypted. The integrity, authenticity, and possession are unaffected. Unfortunately,
confidentiality was greatly improved temporarily, but after cryptanalysis was not an issue.

‘The loss of utility can vary in severity. The most severe case would be the total loss of usefulness
of the information with no recovery. Less severe cases could range from somewhat useful with full
usefulness of data restored at moderate cost to less than perfect usefulness with timely full recovery.
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Loss Scenario III; Integrity (Complete, whole, and in readable condition)

A software company under pressure to meet a delivery date provided a client with an accounts-
payable application program without including an important control. The master copy held by the
software company contained the control that functioned according to specifications. The omission was
not discovered because no known violations of the control occurred. An accountant in the client
company, however, discovered that the control was missing and that the program had failed to check for
duplicate payments. The accountant took advantage of the omission and engaged in a large accounts-
payable embezzlement. The client company sued the software supplier for negligence. This composite
case, derived from two reported cases, is an important information security problem.

The software application performed as intended except that the duplicate billing control was
missing. Because the program was incomplete, however, the product lacked integrity. (The strict
English dictionary definition of integrity stated in the appendix is used here and not the definition often
used in information security that incorrectly incorporates the definition of authenticity of conformance to
fact and reality.) Integrity is limited to mean a state of completeness, wholeness, and soundness when
applied to information.

Availability and utility were not violated in that the program was in use, was useful for its intended
purpose, was authentic, and performed correctly as far as it went. Its failure to perform the duplicate
billing control meant that the program performed incorrectly under some circumstances—not because
the control was incorrectly programmed, but only that it was missing. If the control was present but
failed to conform to specifications, the program would lack authenticity, but conforming to
specifications was not relevant because the control was missing. The software company’s failure was
omitting the control in the program delivered, not the failure of the program as far as it performed
according to specifications. It was also a genuine program from the software company. Thus, the
program lacked integrity, not authenticity. Confidentiality and possession are not affected and not at
issue in the scenario.

The severity of integrity loss can vary. Significant parts of the information can be missing or
misordered but be short of total unavailability, and with no recovery possible. Or, with delay, a few
parts of the data in that condition can be restored at moderate cost. Finally, small amounts of missing
information can be recovered in a more timely way at low cost.

Loss Scenario IV: Authenticity (Conforms to fact and reality, valid, true, real, and genuine for
a purpose)

A software distributor obtained a computer program on a disk from an obscure publisher. The
distributor changed the name of the publisher on the disk to a well-known name and, unknown to either
publisher, distributed it successfully in a foreign country. This is one of many frauds called software
piracy, and huge losses worldwide make it a serious information security concern.

The software was misrepresented as being published by a well-known publisher. Therefore, it did
not conform to reality and was not an authentic program from that publisher.

Availability and utility are not at issue in this case. The software also had integrity because it was
complete and sound. The software publisher lacked integrity in not conforming to ethical practice, but
that is not the subject of the scenario. The correct owner also possessed the software even though copies
of it were deceptively represented as having come from the popular publisher. Although the distributor
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would have attempted to keep the popular and the obscure publishers from knowing what had been done
with the software, confidentiality of the content of the program was not at issue.

The severity of authenticity loss can take several forms ranging from no conformance to
genuineness or to fact or reality with no recovery possible. Or authenticity loss can be moderately false
or deceptive with delayed recovery at moderate cost, or information can be mostly factual.

Loss Scenario V: Confidentialitv (Known only to one or a limited few)

An individual inserted a radio transmitter into an ATM that received signals from the touch-screen
CRT used for inputting customers’ PINs and conveying account balances. The device then broadcast the
information to a receiver that recorded the PINs and account balances on a VCR for retrieval. The thief
in this case was convicted and sent to Leavenworth Prison for 10 years for stealing several million
dollars. The security of PINs and account balances in ATMs is surely an important information security
concern.

The secrecy of the customers’ PINs and account balances was violated. Hence, at the very least
their privacy was invaded.

Availability, utility, integrity, and authenticity are unaffected in the confidentiality violation. The
customers’ and the bank’s exclusive possession of the account balances was lost but not possession per
se because they still held and owned the information.

The severity of loss of confidentiality could vary. The loss in the worst circumstance would be
disclosure to the most harmful party with permanent effect. It could also be known to several
moderately harmful parties with a moderate-term effect or be known to one harmless, unauthorized party
with short-term effect.

Loss Scenario VI: Possession (Having or owning and controlling)

A gang of burglars aided by the disgruntled and recently fired operations supervisor broke into a
computer center and stole all copies of a company’s master files on tapes and disks. They also raided
the backup facility and stole all backup copies of the files. They held the materials for ransom in an
extortion attempt in this famous computer crime that occurred in Europe in the 1970s. It was an
important physical security computer crime. Three defendants were convicted. Such loss of possession
is certainly a serious information security concern.

The burglary resulted in the lost possession of all copies but not loss of legal ownership of the
master files and media on which they were stored. Loss of ownership would be accomplished if the
materials were never returned and the victims were to stop trying to recover them.

Availability is delayed in this scenario but could be accomplished by paying the ransom or using
legal force to recover the materials. Utility, integrity, and authenticity are not an issue. Confidentiality
would not be violated unless the files were read or disclosed, and they were not in this case.

The severity of loss of possession varies with the nature of the offense. In a worst case scenario, the
most harmful party would take the information along with any and all copies with no recovery possible.
Or a moderately harmful party could take it for a moderate period of time before it would be recovered
at moderate cost. In the least harmful case, a harmless party would possess one copy of the information
with timely recovery possible.
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F MENTS TOQ IDENTIF D T

A collection of controls for each of the six elements is presented below. The controls have been
drawn from a number of sources based on the scenarios given and on the definitions of elements
presented. in the appendix. In a real information security analysis, some of these controls might not be
identified were all of the elements and threats not considered. Therefore, using all six of the elements
for conducting threat and vulnerability analysis with the list of threats provided above and for selecting
controls as indicated here can help in achieving more complete and comprehensive information security.
I did not attempt to identify specific threats with controls because it was beyond the scope of this paper.

Several controls are used to preserve or restore availability of data files in computers. These
controls include having: a backup directory with erased file names and pointers until the files are purged
by overwriting with new files, good backup practices, good access controls to computers and specific
data files, use of more than one name to identify and find a file, utility programs available to search for
files by their content, and shadow or mirror file storage.

To preserve utility of information, four controls are suggested. These include internal application
controls such as verification of data before and after transactions, security walk-throughs during
application development to avoid the appearance of unresponsive forms of information at times and
places of use, minimization of adverse effects of security on information use, and control of access that
may allow unauthorized persons to reduce the usefulness of information.

Several controls can be used to prevent loss of integrity of information. These controls include
using and checking sequence numbers and check sums or hash totals for series of ordered items to
ensure completeness and wholeness; doing reasonableness checks on types of information in designated
fields; performing manual and automatic text checks on presence of records, subprograms, paragraphs,
or titles; checking for unexecutable code and mismatched conditional transfers in computer programs.

A number of controls can be applied to ensure authenticity of information. These include
confirming account balances, transactions, correct names, deliveries, and addresses; checking on
genuineness of products; segregating duties or dual performance of activities; using double entry
bookkeeping; checking for out-of-range values; and using passwords, digital signatures, and tokens to
authenticate users at workstations and LAN servers.

Controls to maintain confidentiality include using cryptography, training employees to resist
deceptive social engineering attacks to obtain their technical knowledge, physically controlling location
and movement of mobile computers and disks, and controlling access to computers and networks.
Security also requires ensuring that resources for protection should not exceed the value of what may be
lost especially with low incidence. For example, protection against radio frequency emanations in
ATMs (such as in the confidentiality scenario described above) may not be advisable in a particular
situation considering the cost of shielding and access control, the paucity of such high-tech attacks, and
the limited monetary losses possible.

Several controls should be used to protect the possession of information. These include using
copyright, patent, and trade secret laws; implementing physical and logical access limitation methods;
preserving and examining computer audit logs for evidence of stealing; using file labels; inventorying
tangible and intangible assets; etching identification on computer equipment; using distinctive colors
and labels on disk jackets; and assigning ownership to organizational information assets.
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CONCLUSION

Some scenarios of losses that information security should address require all six elements of
preservation to be used to specify the security to be applied. The six elements are independent of one
another, however, as demonstrated in the scenarios presented here and by having unique definitions.
The one exception occurs when the only possible definition of an element is included within the
definition of another element; for example, when loss of confidentiality results from loss of possession.
A violation of confidentiality always causes a violation of loss of exclusive possession as well. Loss of
exclusive or nonexclusive possession, however, does not necessarily result in loss of confidentiality, as
seen in the above scenario of stealing information without examining it or when the information stolen is
not confidential.

All six elements of information security presented here must be used. This is essential if
information security is to be complete and accurately described. Moreover, to adequately reduce or
eliminate vulnerabilities and threats, the use of all six elements is critical to ensure in applying
appropriate controls, such as those identified above, that nothing is overlooked. These elements also aid
in identifying abusive actions that adversaries could take before the actions are experienced. As
technology advances, adversaries become more sophisticated, or the concept and scope of information
security changes, more changes or additions to the six elements may be required.

All six elements can be paired into three double elements for simplification and ease of reference,
and the order of presentation should have some meaning as well. Availability and utility fit together as a
double element to preserve the usableness and usefulness of information. Controls applicable to both of
them include secure location, appropriate form for secure use, and accessibility of backup copies.

Integrity and authenticity fit together where the loss comes from change of information or change of
reality. One is concerned with internal structure and the other with value conformance with external
facts or reality. Controls for both include double entry, reasonableness checks, use of sequence numbers
and check sums or hash totals, and comparison testing. Control of change applies to both.

Finally, confidentiality and possession go together in that they are only partially independent as
previously stated. Commonly applied controls include copyright protection, cryptography, digital
signatures, escrow, and secure storage.

The order of the three sets used here also is a logical priority. The second pair, integrity and
authenticity, generally have value only if the information is available and useful. The third pair,
confidentiality and possession, have sufficient meaning only if the value of the information is sufficient
because it has integrity and authenticity.

All other candidate elements that I have thought of, such as quality, auditability, timeliness,
reporting, collection, creation, and others, are definitionally subsumed by the six selected elements, or I
considered them outside the scope of information security. Preserving the quality of information is done
by quality engineers, auditability is a control and is done by auditors, timeliness is subsumed by utility
and availability, and the last three are functions of information processing that are to be made secure by
applying the six elements. Suggestions of any other candidate elements from readers of this paper are
welcome.
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APPENDIX: DEFINITIONS OF Y E

The following definitions are the relevant abstractions taken from Webster’s Third New

International Dictionary.

Security: Freedom from danger, fear, anxiety, care, uncertainty, doubt; basis for confidence;
measures taken to ensure against surprise attack, espionage, observation, sabotage; protection
against economic vicissitudes (old age guarantees); penal custody; resistance of a cryptogram
to cryptanalysis usually measured by the time and effort needed to solve it.

Availability: Capable of use for the accomplishment of a purpose, immediately utilizable,
accessible, may be obtained.

Utility: Useful, fitness for some purpose, capacity to satisfy human wants or desires.

Integrity: Unimpaired or unmarred condition; soundness; adherence to a code of moral, artistic,
or other values; the quality or state of being complete or undivided; material wholeness.

Authenticity: Quality of being authoritative, valid, true, real, genuine, worthy of acceptance or
belief by reason of conformity to fact and reality.

Confidentiality: Quality or state of being private or secret; known only to a limited few.

Possession: Act or condition of having in or taking into one’s control or holding at one’s
disposal; actual physical control of property by one who holds for himself, as distinguished
from custody; something owned or controlled.

The following formal definitions are offered for the six elements of information security applied to

information.

Availability: Immediately usable, capable or accessible for use, or may be obtained for use.
Utility: Useful for a purpose.

Integrity: Complete, whole, and in readable condition.

Authenticity: Conforms to fact and reality, valid, true, real, and genuine for a purpose.
Confidentiality: Known only to one or a limited few.

Possession: Having or owning and controlling.
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ABSTRACT

In recent years, quantitative risk analysis has been em-
ployed as an effective security review technique
applicable to a wide range of systems security tasks. A
number of standards and regulations applicable across
a broad range of systems require that risk analyses be
performed. However, these documents only provide
broad guidelines for risk analysis. The Livermore
Risk Analysis Methodology (LRAM) was developed
to provide users with a detailed description of specific
steps to perform risk analyses on a variety of systems.
This methodology was recently enhanced and auto-
mated in the Aerospace Risk Evaluation System (AR-
iES). ARIES is a concise engineering tool that directly
and clearly relates the results to the information input
by the user. Its risk model structure is designed to
permit the systematic identification and evaluation of
information systems assets, potential threats to these
assets, possible consequences that may result from the
impact of threats on assets, and risk reduction benefits
that may be obtained by selecting and applying certain
preventive and mitigative controls. This paper dis-
cusses the enhanced LRAM methodology and the
ARIES implementation.

1. INTRODUCTION

The comimercial and government sectors of the U.S.
economy are increasingly relying on information, data
processing, and computer systems, so that the security
of these systems is becoming an area of increasing
importance. As a result, the field of information sys-
tems risk management has expanded to address the
various areas of security concern. In recent years,
quantitative risk analysis has been employed as an ef-

fective security review technique applicable to a wide
range of systems security tasks.

Quantitative risk analysis is distinct from qualita-
tive risk analysis in that it employs specific parame-
ters whose definition is objective and not dependent
on context, although the quantification process may
require subjective estimates. Quantitative risk analy-
sis provides a framework with which analysts may
justify systems security expenditures, determine the
magnitude of systems security risk, and evaluate the
relative attractiveness of measures to control that risk.

A number of standards and regulations, applicable
across a broad range of systems (e.g., Air Force Reg-
ulation 205-16 [AF205], National Bureau of Stan-
dards and Office of Management and Budget docu-
ments [OMB]), require that risk analyses be per-
formed on a regular basis, with recommendations and
requirements concerning the execution of risk
analyses. These documents do not specify the exact
steps to be performed; they are only meant to provide
broad guidelines for risk analysis. The Livermore
Risk Assessment Methodology (LRAM) was devel-
oped by Sergio Guarro with the intent of providing
users with a detailed description of specific steps to be
executed.[LRAM] More recently, Charles Lavine
and Anne Lindell, with assistance from Dr. Guarro,
enhanced and automated the methodology in a tool
known as the Aerospace Risk Evaluation System, re-
ferred to as ARIES.

ARIES is a concise engineering tool that directly
and clearly relates the results of the analysis to the in-
formation input by the user. Its risk model structure
is designed to permit the systematic identification and
evaluation of information systems assets, potential
threats to these assets, possible consequences that
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may result from the impact of threats on assets, and
risk reduction benefits that may be obtained by select-
ing and applying certain preventive and mitigative
controls.

2. ARIES METHODOLOGY OVERVIEW

In overall terms, quantitative risk analysis involves
the estimation of risk, given as the occurrence of un-
desired consequences (losses) per unit time. Undes-
ired consequences are defined by the scope of the
analysis. The consequences for an information system
may include the loss of the ability of the system or fa-

frequency of occurrence. [DENN] The analysis of
controls entails the determination of the probability
of their failure and whether additional controls or
modifications are cost-effective.

The combination of a threat initiator, its propaga-
tion path (i.e., the way in which the threat is carried
through), the asset, the consequence and the control’s
effectiveness is defined as a risk element (RE). The
logical summation over all risk elements gives the
total risk to the facility, system or subsystem being
analyzed.

Fig. 1 shows the essential components of the
LRAM risk model in both diagrammatic and quanti-
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Fig. 1. Basic risk analysis model used by ARIiES

cility to fulfill its mission, disclosure; deletion or
alteration of important information; denial of service;
and any undesired effects on the organization operat-
ing the facility. Consequences are examined and
quantified with respect to system assets, including
hardware, software, information, and personnel.

To determine the occurrence of consequences,
threats that may have a direct adverse effect on system
assets must be identified and the effectiveness of con-
trols that prevent and/or mitigate these consequences
must be analyzed. Threats (which are composed of an
initiator and its path to the asset) are quantified using
historical data and/or subjective judgement on their

432

tative representation terms. The diagrammatic part
shows the logical relations between the threat initia-
tor (e.g., a human attacker, such as a saboteur, or a
natural agent, such as an earthquake), the potential
target assets (e.g., computer and communication
hardware, software, or data), and the consequences
that could result if the threat agent reaches the assets
(e.g., destruction of hardware, software, or data). The
security controls are supposed to inhibit the progres-
sion of the threat initiator on this path: preventive
controls (e.g., computer guard system, armed guard)
are placed on the path from threat to assets and have
the intended function of preventing the threat agent



from affecting the assets in any significant way; miti-
gative controls (e.g., fire extinguisher, system back-
ups) are, on the other hand, positioned along the path
from asset to consequences, and have the intended
purpose of limiting and minimizing losses in those
cases in which the preventive controls fail to keep the
threat from affecting the assets. Fig. 2 contains an ex-
ample of a risk element.

The qualitative model just described can be quan-

the threat and failure of all applicable controls. The
PCF is the equivalent fraction of times the integrated
control set will allow a loss equal to the MPL out of
all the times that the threat it was intended to prevent
or mitigate will occur.

Note that LRAM does not require or use a total risk
measure, but rather focuses on the risk from single
occurrence losses. In LRAM, sorting and screening
of certain constituent parts of the RE and certain com-
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The threat-path is a computer hacker using a home computer and modem to access a mainframe
computer system (the asset) that contains company sensitive scientific data relating to an improved
industrial process. The information gathered by the hacker is passed on to another competing
company and is then used by the competitor to improve their processes. The end result (the
consequence) is a loss in research and development investment, as well as the enhanced
compestitiveness of the rival company. A possible preventive control to this threat is a computer

guard system that prevents unauthorized access to the sensitive information hosted on the mainframe.

Fig. 2. Risk Element Example

tified using the formula shown in the lower portion of
Fig. 1. The formula indicates that an annualized mea-
sure of the risk (R) resulting from any given RE can be
calculated as the product of the maximum potential
loss (MPL), the probability of control failure (PCF) of
the combined sets of preventive and mitigative con-
trols, and the annualized expected frequency (EF) of
the threat. The MPL is the expected loss value of the
RE for a given asset, assuming a single occurrence of
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binations of the constituent parts is performed to
focus the analysis on those REs of highest impor-
tance, i.e., having the highest risk. This feature is
discussed further in the next section.

Assets can be sorted into those having only mon-
etary value and those that are critical, sensitive and/or
classified. Assets with monetary value are screened
at a "materiality level” (It is also possible to screen
assets based on their non-monetary attributes). Those



assets whose monetary value exceeds the materiality
level are retained in the analysis.

For the assets remaining in the analysis, the assets
are paired with applicable consequences and the pos-
sible applicable threats and their paths are identified to
establish an RE. This form of an RE assumes that the
threat has occurred and the controls have failed in or-
der to estimate the MPL for the RE. REs are then
screened out if their MPL value is below a threshold
established by management.

For each of the remaining REs, the applicable cur-
rent controls are identified and their failure probability
estimated. The MPL is then combined with the PCF to
establish a loss potential indicator (LPI) for each RE.
The LPI represents risk in the form of the loss one can
expect to incur once a threat against an asset has actu-
ally materialized.

LPI [risk element] =
PCEF [controls] x MPL[consequences]

The REs are then screened for risk acceptability.
Those REs with an LPI less than a user defined thresh-
old are eliminated from further consideration. The
unacceptable REs (those with LPI equal to or greater
than the threshold) require that new controls or control

upgrades be proposed and new LPI values determined.
The new LPI is subjected to the same screen as the
original LPI. If the LPI is found acceptable, the anal-
ysis proceeds to the cost-benefit analysis. If not, an
iterative procedure is necessary until new controls or
control upgrades are identified that will produce an
acceptable LPI value for the RE or it is determined
that no controls are available that can render a partic-
ular RE acceptable.

A cost-benefit analysis is then performed on the
new controls or control upgrades. This analysis re-
quires an estimate of the incremental cost of imple-
menting the new or upgrade control(s) beyond the
cost of the current controls, and an estimate of the re-
duction in risk associated with each RE due to the
new or upgraded controls as compared to the current
controls. A cost-benefit ratio (CBR) is developed by
dividing the reduction in risk by the incremental cost
for the new or upgraded controls.

CBR =
Reduction in risk /Incremental cost of
control

This ratio is then compared to a user defined
threshold value to determine if the new or upgraded

Project Phases
Planning Risk Analysis Management
Decision Support
Project Information Risk Element Risk Cost-benefit Prioritization and
Planni —>| Gatheringand >} Definion [ Acceplabiity [—>f Assessment [}  Selection of
" Management and Screening Assessment of Controls Proposed Controls
A B c D E F

Fig 3. Risk Analysis steps used by ARIES.
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controls are acceptable. If they are not, different new
or upgraded controls are proposed and the process of
LPI acceptability and cost-benefit analysis is repeated.

The new or upgraded controls that have an accept-
able CBR are prioritized, selected and budgeted for
installation. The prioritization process considers sev-
eral weighting factors chosen by the organization
operating the facility in order to select and budget
those new or upgraded controls that will fulfill their
security concerns.

3. ARIES IMPLEMENTATION

The Livermore Risk Analysis Method (LRAM)
which ARIES implements is divided into the follow-
ing six stages:

A. Project Planning

B. Information Gathering and Management
Input

C. Risk Element Definition and Screening

D. Risk Acceptability Assessment

E. Cost-benefit Assessment of Proposed
Control Sets

F. Prioritization and Selection of

Proposed Control Sets

The six stages are combined into three phases as
shown in Fig. 3. A discussion of how each of the stag-
es is implemented through ARIES is presented below.

A, Project Planning

The Project Planning stage is required to define the
scope of the analysis, identify resources and personnel
commitments, organize execution of the following
stages, and define personnel and management inter-
faces needed in the execution itself. The results from
this stage is used as input to the modeling process in
ARIES.

B. Information Gathering and Management Input

The information gathering stage encompasses the
collection of information that will be required in sub-
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sequent phases of the risk analysis. It can be thought
of as the activity that initiates the risk analysis. Some
of the information gathering steps are performed up-
front, i.e., before any of the modeling and associated
activities are initiated, while others are more effec-
tively performed in the risk analysis activities with
which they can be directly associated. An example of
this is the collection of threat frequency data (an in-
formation gathering type of activity) which can be
chronologically associated with the steps forming the
cost-benefit assessment stage of the risk analysis
when risk is determined using the threat frequency
data. From the practical point of view, it is very im-
portant to delay this particular type of data collection
until the cost-benefit assessment stage, since at that
stage there will be a smaller set of threats than that
initially identified for which threat frequency data has

. to be collected.

The first information gathering activity in an ARi-
ES analysis involves specifying the list of assets that
should be included in the analysis. As stated earlier,
importance of an asset is based on the monetary value
of the asset as well as the non-monetary aspects (i.e.,
criticality, sensitivity, and classification) of the asset.
ARIES allows the user to define, modify, and review
the levels of priority associated with the non-
monetary aspects. Once these levels have been de-
fined, they can be applied to any defined asset.

ARIES displays assets currently included in the
analysis and their relationship to each other by use of
a hierarchical, graphical diagram, called an asset tree,
as shown in Fig. 4. This tree provides a method to
quickly obtain information on any of the assets de-
fined for the analysis. The root of the tree is the
parent to which all other assets are related. Through
the asset tree, it is possible to modify existing assets
or add new ones. The assets can be arranged in the
asset tree to any arbitrary depth. When a new asset is
added, a sub-window is provided to name the asset,
provide a description of the asset, state the direct loss
value of the asset, and associate a classification, crit-
icality, and sensitivity level with the asset. It is also
possible to specify whether an asset is to be carried
through the analysis without being screened out by
marking it as a Pet.

After defining the assets to be included in the
analysis, ARIES allows the user to define a loss value
(materiality) threshold, and classification, criticality,
and sensitivity (non-monetary) thresholds against
which the assets are to be screened for importance.
Assets with materiality values and non-monetary at-



Fig. 4. Asset Tree

tributes less than the user defined thresholds will be
removed from further consideration for the remainder
of the analysis unless the asset is a Pet. ARIES also
allows the user to review the results of screening in
real time or through a generated report. It should be
noted that it is not essential or necessary to perform
this screening, especially if the user does not feel that
the screening process is needed or desired. Alterna-
tively, high thresholds can be selected to screen out all
but the most important assets.

C. Risk Element Definition and Screening

The definition and screening stage includes those
steps in the analysis in which: a) REs are identified by
establishing the correspondence of their threat, asset,
and consequence components, and b) these REs are
screened out of the analysis according to iterative

436

evaluation of the importance of their components.

As Fig. 5 shows, the REs available at the end of this
phase of the analysis will consist of a combination of
specific threats, their propagation paths, affected as-
sets, and the resulting consequences that might occur
if the asset is lost or compromised. Threats are de-
fined first through a separate window and can be
placed within four generic threat classes (i.e, human
intentional, human unintentional, environmental nat-
ural, and environmental fabricated). Consequences
are also defined through another window and have a
monetary value associated with them. At this point, it
is likely that all the REs defined thus far will have
unacceptable consequences. This is because the se-
curity controls that are employed to prevent or miti-
gate the consequences are not considered until the
next stage of the analysis. It is also possible to specify
whether a RE is to be carried through the analysis
without being screened out.



Fig. 5. Risk Element Definition Window

After defining the REs to be included in the anal-
ysis, ARIES allows the user to define a MPL level
against which the REs are to be screened. ARIES cal-
culates an MPL value for each RE and removes REs
with MPLs less than or equal to the defined threshold
from further consideration for the remainder of the
analysis, unless the RE is a Pet. As before, ARIES
allows the user to review the results of screening in
real time or through a generated report. The screening
process is not essential, but it does provide a way to
minimize the amount of data and modeling to be car-
ried into the later stages of the risk analysis. Even
though it may appear to make the risk analysis process
unnecessarily complicated, this actually saves a sig-
nificant amount of tedious assessment and quantifica-
tion work in later stages.

D. Risk Acceptability Assessment

The acceptability assessment stage serves the pur-
pose of formally identifying those REs, among all the
significant ones carried through in the RE definition
stage, which pose or contribute an unacceptable risk
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to the operation of an ADP system and/or facility.
Acceptability or unacceptability of the risk posed by
an individual RE is determined by the comparison of
a quantitatively defined risk parameter with a prede-
termined ‘‘acceptability threshold.”’

ARIES provides the facilities to make an assess-
ment of the acceptability of the REs still under con-
sideration based on the following inputs: (1) the
previously defined REs with MPL values above the
materiality threshold; (2) information concerning the
currently employed controls; (3) data on control fail-
ure probability; and, (4) management input concern-
ing the acceptable level of risk used to screen the REs
for risk acceptability.

Facilities to define, review and alter current con-
trols and to associate controls with specific REs are
also provided by ARIES. For each control, a descrip-
tion, installation cost, annual operating cost, and
useful lifetime associated with this control are
specified. As shown in Fig. 6, a graphic-oriented ed-
itor is provided to graphically combine controls into
the control sets (both preventive and mitigative) as-
sociated with each RE.



Fig. 6. Control Set Editor Window

After the appropriate control sets have been asso-
ciated with an RE, an LPI value (i.e., the quantitative-
ly defined risk parameter) is calculated by ARIES for
each RE. The user can define an acceptable LPI value
(which is the acceptability threshold) against which
REs are to be screened. Those REs with acceptable
LPI values are removed from further consideration. If
after incorporating currently employed controls an RE
is found to have an unacceptable LPI value, new con-
trols or control upgrades can be proposed. Proposed
controls are defined and associated with REs in the
same manner as current controls. In fact, the current
control set is used for the initial proposed control set.

Proposed controls are selected to augment the cur-
rent controls to reduce the LPI values. Proposed
controls can come from the existing list of controls or
from new controls that are added to the control list.
ARIES supports repetition of the acceptability assess-
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ment process until either (a) the new controls render
all risk elements acceptable or (b) the unacceptable
REs are thoroughly examined and it has been deter-
mined that no new control would be acceptable. The
risk acceptability assessment concludes the risk as-
sessment phase of the risk analysis and provides the
necessary input for the following decision support
phase.

E. Cost-Benefit Assessment of Proposed Control Sets

Cost-benefit assessment opens the management
decision support phase of the risk analysis. In this
stage, control sets which have been identified to elim-
inate or reduce undue risk, and which have been
already evaluated and accepted from the risk accept-
ability point of view, are also evaluated to determine
the cost-effectiveness of their procurement, installa-



tion and implementation.

ARIES provides the facilities for calculating and
evaluating the cost-benefit (in the form of a CBR) of
the proposed control sets. These controls are those
identified in the previous stage of the risk analysis as
being able to provide acceptable risk. Only those pro-
posed control sets that have been shown to provide
adequate security will be subjected to a cost-benefit
evaluation.

ARIES determines the minimum benefits from the
prosposed control sets by using the LPI value calcu-
lated with the current controls and the proposed LPI
value calculated with the implementation of the pro-
posed control set. Threat frequency is calculated into
a yearly benefit determination. Dividing by the an-
nual cost of the proposed control sets, a CBR is
determined which can be compared to a threshold
chosen by the user. The threshold chosen is usually
one; however, if special considerations justify accep-
tance of costs in excess of expected benefits, or de-
mand achievement of benefits in excess of costs, the
threshold chosen may be smaller or greater than one.
The acceptable proposed control sets are sorted based
upon a calculated index value. This index may be
used in association with the other decision support in-
dices described below in the prioritization and selec-
tion stage.

F. Prioritization and Selection of Proposed
Control Sets

This stage concludes the management decision
support phase and the risk analysis process itself. Its
purpose is to prioritize proposed control sets accord-
ing to a rational and integrated prioritization and
selection scheme, accounting for important factors
such as applicability of control sets to more than one
significant threat, expected effective life of a pro-
posed control set, and availability of funds. As a
result, proposed control sets can be listed in order of
identified priority for implementation and selected
accordingly. This stage is designed to be integrated
and applied in coordination with the yearly budget al-
location process and constitutes a useful and practical
tool for the managers that have responsibility for bud-
get preparation and planning.

ARIES supports this stage by providing options for
prioritizing controls that were determined to have an
acceptable cost-benefit ratio according to four indi-
ces: cost-benefit index (CBI); net benefit index (NBI);
expected useful life index (ULI); and global prioriti-
zation index (GPI). When the prioritization index is
selected, ARIES will calculate the selected prioritiza-
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tion index value for each proposed control set and
rank them by index value and scheme.

4. CONCLUSION

ARIES is an automated version of the Livermore
Risk Analysis Methodology. It is a quantitative tool
specifically designed for the information systems se-
curity decision-maker, but, owing to the versatility of
its algorithms, it could be applied to most system
models for security or safety analysis. Some exam-
ples of areas that ARIES can be employed in include:
(a) systems design efforts to ensure that appropriate
controls are built in; (b) systems upgrades efforts to
make sure that retrofitted controls are appropriate; (c)
systems security standards definition efforts to make
sure the standards are justified; (d) control change
budgeting efforts to ensure that monies are spent
where they are needed the most; and/or (e) security-
or audit-review planning to allocate staff resources in
the most cost-effective manner.

ARIES facilitates easy collation of data from
different data files. The data files generated by ARi-
ES are in ASCII form and are readable, making quick
review of data possible. This design allows multiple
data files to be combined into one analysis; thereby
giving users the option of performing risk analyses
separately. This feature is especially useful in highly
distributed systems at multiple sites. Additionally,
the ability to maintain versions of data files makes
the configuration management of on-going risk anal-
yses easy to perform; enabling users to compare
multiple data sets from several system configurations.

Users are not required to perform the risk analysis
methodology in the recommended sequential steps.
Experienced users may want to deviate from the se-
quences and/or use the tool in a limited way to obtain
specific data. Users are allowed to define all data
that is used in the various calculations and screenings.
Once the data is defined, it is easily modified, thereby
making it easy to try out different scenarios.

Future Plans for ARIES

ARIES was developed and hosted on Sun-compatible
file servers and workstations running the UNIX op-
erating system. The software package used for
developing the graphical user interface was TeleUse,
which runs under the Motif window manager and
generates C code output. We are looking into hosting
ARIES on other platforms.



Other future plans for ARIiES include the incorpora-
tion of Bayesian techniques [BAYES] into the calcu-
lations and work to determine the appropriateness of
the tool for safety applications.
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ABSTRACT

Existing security risk assessment methodologies have three major flaws: they rely
on the assessor to formulate the chain of events that describe each of its threat
scenarios, their models cause a combinatorial explosion of calculations due to
analysis of the effectiveness of each countermeasure against each
threat/vulnerability pair, and they do not spotlight the specific area of improvement
needed when threat scenarios are deemed too high risk. This paper presents an eight
stage model that is specifically for security threat scenarios, which will directly
address these three flaws. The eight stage model is designed to be incorporated into
existing risk assessment methodologies at the point where the assessor is to identify
threats and analyze the effectiveness of existing countermeasures. By making a
distinction between the time a threat occurs, the time a security breach occurs, and
the time the harm of that breach occurs, it becomes clear where the
countermeasures are in place to break this chain of events. By providing this generic
chain of events, the assessor can reduce the number of scenarios analyzed down to
one per threat/asset pair, and at the same time identify the specific type of
countermeasures that are lacking.

INTRODUCTION

Traditionally, risk assessment methodologies are based upon a simplistic model of
risk which identifies threats and the vulnerabilities they exploit to affect a security
breach. Countermeasures are identified which mitigate the threat/vulnerability
pairs. Loss due to a security breach is calculated based on the probability of the threat
overcoming the countermeasure and creating the breach. This traditional model is
assumed to be complete in its ability to model all of the countermeasures and
represent all of the loss. We have not found this to be the case. Threat/vulnerability
pairs are all crossed with the countermeasures and the assessor must decide which
countermeasures are effective against which threat/vulnerability pairs. While this
model is conceptually simple, understanding and implementing it is tedious and
counter-intuitive. This paper presents a new security risk assessment methodology
which addresses these issues.

The eight-stage security risk assessment methodology offers three improvements
over traditional security risk assessment methodologies. First, it provides a more
intuitive model of an entire security breach as a chain of events. This is particularly
true when a threat that is not deterred leads to an actual security breach, which are
subsequently followed by additional events that lead to eventual harm to the
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overall system mission. Second, it identifies stages at which countermeasures can
detect threats and their resultant security breaches and mitigates them rather than
assuming wholesale loss. Finally, the methodology eliminates the combinatorial
explosion of crossing all threat/vulnerability pairs with all countermeasures. The
model takes advantage of the fact that security countermeasures are specifically
designed and implemented to address particular threat scenarios. This permits the
assessor to focus on a small number of countermeasures per threat scenarios, rather
than analyzing the strength of each countermeasure against all possible
threat/vulnerability pairs.

This risk assessment methodology was developed under contract F33657-93-C-2114
for the Air Force Aeronautical Systems Center.

1. BACKGROUND

"Risk assessment is a well-developed science that has been successfully applied to
fields other than security.” [1] In this reference Osgood presents a very complete
history of risk assessment in the computer security arena along with its deficiencies.
Improvements in risk assessment have been developed by Jaworski [2], and Smith
and Jalbert [3]. Jaworski has developed a tandem threat scenario methodology that
extends the traditional risk assessment methodology by analyzing the perpetration
of successions of threats at multiple vulnerability points. The Los Alamos
Vulnerability /Risk Assessment (LAVA) system developed by Smith and Jalbert
automates a mathematical model based on classical risk assessment, hierarchical
multi-level system theory, decision theory, fuzzy possibility theory, expert system
theory, utility theory, and cognitive science. The eight stage model can be
incorporated into an existing risk assessment methodology, e.g. as the initial two
steps of Tandem Threat Scenarios in which the assessor identifies threats, and
identifies and analyzes the effectiveness of existing countermeasures.

2. METHODOLOGY

The methodology described in this paper is based on a risk assessment model that is
specifically tailored for security. In this model, eight distinct stages are used to
represent the activities that occur starting from the steps taken to prevent a threat to
the system through to the resultant harm that can be caused, as shown in Figure 1,
The Eight-Stage Model.

Threat Threat
Detection [] Recovery

Breach Breach Resultant
Detection [ Recovery Harm

Threat
Obstruction

Security
Breach

Figure 1. The Eight-Stage Model
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21  The Eight-Stage Model

The driving principle of this model is that not all of the losses caused by a security
breach occur at the time of the security breach itself, but most of the losses occur later
when the consequences of the breach are enacted. A second principle is that the
security mechanisms for a system have three opportunities to reduce the harm that
could be caused by a threat: before the threat occurs, after the threat occurrence is
detected but before a security breach occurs, and after a security breach occurs and is
detected.

The model is designed to allow the assessor to list all of the threat scenarios that are
of interest to the system at hand. Each threat scenario that could bring about harm
will be a separate entry in this list. For each entry, an eight-stage model of the events
is constructed. A risk analysis is calculated for each threat scenario, based on the
probability of the occurrence of the threat and the effectiveness of the
countermeasures. Expected losses are calculated based on the risk level and the
associated potential losses.

When multiple opportunities for harm are possible for a particular threat scenario,
as will often be the case in the tandem threat scenario methodology, each
opportunity will have a separate entry in the list of threat scenarios, and its own
eight-stage model of events.

The reader should note that the traditional listing of system vulnerabilities has been
eliminated from the eight-stage model. This is because in security risk assessment,
each system vulnerability can be linked directly to the lack of a countermeasure. By
concentrating on the effectiveness of existing countermeasures, needless tracking of
"potential vulnerabilities" is eliminated.

In Figure 1, the external influence to the system is depicted as a triangle, the internal
influences are depicted as squares, and the consequences as circles. The hope of the
system's security engineer is that the unwanted consequences of the security threat
are prevented by the activities represented in the squares. The consequences,
represented by circles, will occur if these activities are insufficient. Figure 2, A
Physical Example of the Eight-Stage Model, is a classical physical security example to
help illustrate each stage.

Fire Procedural .
Resistant Heat Halon Inspections Instagfahon
Building | | Sensors [] System after [

Materials Fire Spares

Figure 2. A Physical Example of the Eight-Stage Model

Figure 3, A COMPUSEC Example of the Eight-Stage Model, contains the simplified
version of a Computer Security (COMPUSEC) example. The scenario is of a
unauthorized user attempting to access a system by guessing a password and then
reading classified material, thus compromising it.
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Warning ID and L. Intrusion System
Banner to Password | | IAu?lted Detection or | Shutdown, Mission
Deter Verification cess Auditing Backups Failure
Attempts
Intruders Program P w/Audit | | Installed,
A D File Review etc.

Figure 3. A COMPUSEC Example of the Eight-Stage Model
The eight stages of the model, with additional examples, are:

Stage 1. The obstruction of a threat occurrence. An attempt is made to prevent a
security threat from even occurring. In this model, a clear distinction is made
between the existence of a threat, which is omnipresent, and a threat occurrence.
Example threat obstructers are building structures and guards to prevent
unauthorized personnel from entering into a building.

Stage 2. The occurrence of a threat. The occurrence of a threat is initiated. Example
threat occurrences are the start of a fire, the initiation of sabotage, and initiation of
an attack by a disgruntled employee. The occurrence of a threat does not imply that
damage or harm to the system has occurred, only that the threat scenario has been
enacted.

Stage 3. The detection of a threat occurrence. Example threat detectors are smoke
detectors, and password mechanisms that keep track of the number of times an
incorrect password can be entered. In many cases there may not be a formal
detection method beyond Standard Operating Procedures for system personnel. For
example, the initiation of a flood would most likely be detected by listening to
weather reports and being aware of the external environment. All detection
mechanisms that are brought to bear against the threat occurrence are included in
this stage.

Stage 4. The recovery from a threat occurrence. In this stage, if totally successful, the
threat occurrence is prevented from causing a security breach. For example, stopping
a fire before any damage to the system occurs is a successful recovery from the threat
of fire. All recovery mechanisms that are brought to bear against the threat
occurrence are included in this stage.

Stage 5. The occurrence of a security breach. There are three possible security
breaches:

* Compromise of classified, proprietary, or sensitive information

* Loss of data or software integrity

* Loss of system availability

This model makes a clear distinction between the security breach itself and the harm
that the breach causes, which is modeled in stage eight. This allows us to model the
ability to recover, to whatever extent possible, after a breach occurs but before harm
is brought to the system. For example, for threats that disable hardware, the security
breach is the loss of system availability. If backup systems are installed in a timely
manner in stages six and seven, the resultant harm is minimized.
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Stage 6. The detection of a security breach. Sample security breach detectors are
procedural hardware inspections for tampering, and periodic automated search of
audit files to find a possible security violation. All detection mechanisms that are
brought to bear against the security breach are included in this stage.

Stage 7. The recovery from a security breach. In this stage, an attempt is made to
limit or eliminate the harm caused by a security breach. For example, the
installation of spares after theft of a system component. All recovery mechanisms
that are brought to bear against the security breach are included in this stage.

Stage 8. The occurrence of harm. The term "harm" is used specifically for losses that
are external to the system. There are five possible harms:

Failure of mission

Loss of personnel

Loss of resources

Loss of dollars

Loss of time

For most types of security breaches, more than one of the harms can be the final
result. Note that the compromise of information by itself, is not considered a harm,
but rather a security breach. In the case of a compromise, the harm could be the
failure of a DoD mission and the loss of personnel. In the risk assessment's
numerical analysis, all five of these harms will be represented as a dollar loss per
year. Though somewhat insensitive, risk assessments often quantify loss of
personnel in terms of a dollar amount. In this analysis we will do likewise, but only
because it allows a quantitative comparison of risk and loss. Other methodologies
suggest using a qualitative measure of loss associated with non-physical assets. Since
this results in an "apples to oranges" comparison of where the system's security
weaknesses exist, this model avoids this practice.

22  The Numerical Analysis for the Eight-Stage Model

In Figure 1, the external influence, the internal influences, and the consequences are
depicted as different shapes. This distinction is reflected in the numerical analysis
for the eight-stage model, since of the type of data that is associated with each is also
different. Each external influence (threat) has an associated probability of occurrence
per year, which is a number between zero and one, inclusively. Each internal
influence (detection or recovery countermeasure) has a Countermeasure
Effectiveness probability, which represents the probability that a single occurrence of
a threat or security breach will be detected or the extent to which the damage will be
mitigated. Each consequence (harm) has an associated dollar loss per occurrence.

The symbolic representations for the numerical modeling are:

Threat

Threat
Detection

Threat
Recovery

Security
Breach

Breach
Detection

Breach
Recovery

Resultant
Harm

PR

CETD

CEmr

PLg
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Where:
e CETOQ is the countermeasure effectiveness, stated as a probability, in
obstructing a threat before it occurs. This measure should take into account
the entire set of obstructers for the threat being analyzed.

* PRT is the potential risk (the probability) that a threat will occur within a year.

e CETD is the countermeasure effectiveness of a security beach detection
mechanism.

e CETR is the countermeasure effectiveness of all of the threat recovery
mechanisms in preventing the threat from causing a security breach.

e PLB is the potential loss (in dollars) associated with a security breach.

e CEBD is the countermeasure effectiveness of all of the applicable security
breach detection mechanisms.

e CEBR is the countermeasure effectiveness of all of the applicable security
breach recovery mechanism. That is, the extent to which the mechanisms
will prevent the security breach from causing a resultant harm.

e PLH is the potential loss (in dollars) associated with the resultant harm.

A distinction is made in this model between potential risk and effective risk.
Potential risk is risk associated with an external event, one that cannot be controlled
by the system or the security procedures associated with it. Effective risk is the
residual risk after the system or the system's security procedures mitigate the
potential risk. A similar distinction is made between potential loss and effective
loss: potential loss is associated with the loss outside the control of the system and
the security procedures associated with it, and effective loss is the residual risk after
the system or the system's security procedures mitigate the potential risk.

The numerical calculations are grouped into three areas: those associated with the
level of risk and probable loss up to the possible security breach, those associated
with the level of risk and probable loss from the time of the breach up to the
possible resultant harm, and the numerical calculations associated with the level of
risk and probable loss for the entire eight stages.

The numerical calculations for effective risk and effective loss are as follows:

e The effective risk of a security breach resulting from the ineffectiveness of the
obstruction, detection, and recovery mechanisms is: ERB = PRT ¢ (1- (CETQO*
CETD °* CETR)). Note that the higher the effectiveness of the obstruction,
detection, and recovery mechanisms, the lower the risk that a security breach
will occur.

* The effective loss due to a threat causing a security breach, due to the
ineffectiveness of the detection and recovery mechanisms, is: ELB = ERB ®

446



PLB. This represents the average loss in dollars per year that can be expected
from a particular threat due to the security breach alone.

e The effective risk of a harm resulting from the ineffectiveness of the
detection and recovery mechanisms is: ERH = (1- (CEBD ® CEBR)). This is the
risk that a harm will result after a security breach. Note that this risk level
assumes that the security breach occurred.

¢ The effective loss due to harm, due to the ineffectiveness of the detection and
recovery mechanisms, is: ELH = ERH ® PLH. This represents the average loss
in dollars per year that can be expected for a particular harm due to a security
breach. Note that this level of expected loss assumes that the security breach
occurred.

¢ The total effective risk is defined as: ERT = ERB ® ERH. This represents the
overall level of risk that a threat could bring about a harm to the system. This
is the probability that a threat causes a security breach which subsequently
causes the resultant harm.

¢ The total expected loss is defined as: ELT = ELB + ERB ® ELH. This represents
the total average loss in dollars per year due to a threat. Note that the expected
loss due to a harm is multiplied by the risk of the security breach happening,
because the loss due to the harm will not happen unless the security breach
happens.

This model permits the calculation of a dollar loss against a security breach, even if
there is no resultant harm. In the case of vandalism where hardware components
are damaged, a timely replacement with spares may prevent any resultant harm.
The model will reflect the dollar loss due to the damaged equipment and
installation time, but may reflect little or no loss due to resultant harm.

3. PARTIAL RISK ASSESSMENT EXAMPLE

The following example is the analysis that would be performed on a single threat
scenario. Although the analysis is extensive for this example, and there may be as
many as one hundred scenarios, this is still far less effort than the traditional
method of constructing a full matrix of all threats versus all vulnerabilities, and
then crossing those pairs against all countermeasures. The substantial problem of
deducing the probabilities of events and the effectiveness of detection and recovery
measures is outside the scope of this paper. Table 1, Example Risk Assessment
Matrix, provides the results from analysis of this example.

Threat Scenario: A subverted, authorized user attempts to surreptitiously print
multiple copies of classified text on the system printer. His plan is to hide the fact
that multiple copies were made, so that the additional printouts can be secreted
away. The likelihood of occurrence in one year of this threat scenario is 0.05.

Threat Obstruction: The following activities may prevent the threat from being
acted out: standard security briefings keep all employees aware of the security
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procedures in place and the consequences of being apprehended if procedures are
violated, the knowledge of the in-place auditing, and the watchful eyes of cleared co-
workers. Likelihood of obstruction is 0.25 since subverted employees will
consciously avoid security procedures.

Threat Detection: The following activities may detect the subversive employee
before he has created the multiple prints: automated auditing analysis (intrusion
detection) detects abnormal behavior, co-workers observe his behavior, a supervisor
detects a personality change or subversive behavior. Probability of detection is 0.9.

Threat Recovery: Activities include: Information System Security Officer detects
mismatch between classified output log and audit records before subverted user
completes the printing, co-worker stops subverted user, and supervisor takes
procedural steps due to personality change. Probability of recovery is 0.9.

Table 1. Example Risk Assessment Matrix |

STAGES DESCRIPTION CALCULATION VALUE
Threat Obstruction Briefing CEro ~ [.25
In-place auditing
Co-workers
Threat Scenario Subverted user PRy .05
printing multiple |-
copies
Threat Detection Audit CEmp .9
Co-workers
Supervisor
Threat Recovery ISSO audit CErr .9
Co-worker
Supervisor
Security Breach Cost of paper ERp =PRt * (1- (CET0* .04 =05 o (1- (25¢
CEmp * CETR)) 9e.9)
PLg $0.25
ELg =ERp * PLp $0.01 = .04 « $0.25
Breach Detection Audit CEgp 9
Co-workers
Supervisor
Breach Recovery ISSO audit CEgr 9
Co-workers
Procedures
Harm Failure of mission ERy = (1- (CEgp ® CEgRr)) | .19=(1-(9 « .9))
Loss of personnel PLy $1,000,000
ELyg =ERy » PLy $190,000 =.19 »
$1,000,000
ERr =ERp * ERy .0076 =.04 » .19
ELy =ELg + (ERp * ELy) | $7600.01 = $0.01 + (.04
* $190,000)

Security Breach: The financial impact of the security breach is low: only the cost of
the additional paper. This is a critical point. The cost of the breach itself is very low,
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and if subsequent detection and recovery measures are effective, the harm will be
minimal.

Breach Detection: The following activities may detect the subversive employee after
he has created the multiple prints: automated auditing analysis (intrusion detection)
detects abnormal behavior, co-workers observe his behavior, a supervisor detects a
personality change or subversive behavior. Probability of detection is 0.9.

Breach Recovery: Activities include: Information System Security Officer detects
mismatch between classified output log and audit records before subverted user
completes the printing, co-worker stops subverted user after printout has occurred,
and procedural steps are taken when a compromise of data has occurred. Probability
of recovery is 0.9.

Resultant Harm: The financial impact of the resultant harm is high: in our
calculations, we typically use $1,000,000 per compromise.

4. RESULTS THAT CAN BE DRAWN FROM THE EIGHT-STAGE MODEL

In addition to the obvious detailed threat and cost information generated by the
model, higher level trends can be extrapolated from the model. High risk areas are
highlighted by the annual expected loss. The absence of procedural security
activities, particularly those associated with detection, is obviously indicated by
holes in the risk assessment matrix. Unbalanced security efforts that emphasize
post-breach activities will be highlighted by clustering in the matrix. The periodicity
of post-breach detection activities, such as audit trail analysis, will highlight the
length of time a breach may go undetected.

5. | T ADDRESSED BY THE MODEL

The model primarily addresses factors which are immutable. By this we mean that
the threats don't change without direct intervention and time is not a factor except
as it applies to the chain of events.

A factor of the former type is cost to the adversary to overcome a countermeasure.
Even though a vulnerability may exist, the cost to an adversary to exploit it may
exceed the value gained through a successful breach. By virtue of the cost to exploit,
the risk has changed without intervention.

An example of the latter type is cost/benefit over time. This can be thought of as the
reverse of the previous example. Perhaps the cost to prevent a breach exceeds the
value of the asset to be protected. The other factor which is directly related to time is
the expiration of sensitivity. Some information such as mission plans may only be
sensitive until the mission has been completed. Under these circumstances, the
countermeasure to protect the information only needs to be effective for the period
of sensitivity. A good analogy for this is a safe which is rated for the number of
hours it can withstand attempts to break it.
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6. FUTURE RESEARCH

We have identified two areas for future research to improve the model: tandem
threat management and cost/benefit analysis. Tandem threat management [2]
addresses scenarios where more than one threat is actively attempting to breach the
system at a particular time. The model would need to address the interaction
between the scenarios, particularly when the same countermeasure applies to more
than one active threat. Implementation of cost/benefit analysis in the model
requires inclusion of adversary cost information, i.e. cost to the adversary to affect a
breach, and distribution of countermeasure cost over multiple threats.
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Security Awareness changes the way people think about risks and controls. It is about
marketing the products and services of the computer security community to its constituency
that is largely ignorant about what computer security is, or what it does. Most often it is a
Information Systems Security Officer as advocate, representing the security position with
management. This is not a mechanical process nor one that lends itself to a technical solu-
tion. It is about persuasion and argumentation. Kurt Lewin describes the organizational
aspects as a three-step process: unfreezing, making changes, and refreezing!. Put another
way, it is the process of making an environment for change, getting the change implemented,
then making the changed condition the norm. Some preparation must be made for each
phase. This is fluid process that demands attention to where a process is, what stage it is in,
the support it has (and does’t have), and the arguments necessary to continue movement
towards a goal or sustain a policy after it is implemented.

Environmental Factors

How difficult this may be depends upon factors that are not controllable, nor subject to
much influence by a security function, but are the basis for the amount of change that is
possible in a business system. Richard Pascale calls these factors that influence learning - the
ability to adapt and change®. One can also look at the same items in the context of control
systems being exercised in the organization. These are subtle controls on individual’s ability
to influence change:

The extent to which an elite group or single point of view dominates decision-making.

The extent to which employees are encouraged to challenge the status quo.

The induction and socialization of newcomers.

. The extent to which external data on performance, quality, consumer satisfaction, and competitiveness are
cultivated or suppressed.

5. The equity of the reward system and distribution of status and privilege.

6. The degree of empowerment of employees at all levels.

7. The historical legacy and folklore.

8. The integrity of management contention processes, particularly with respect to surfacing hard truths and
confronting reality.

R
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These would seem to have very little to do with computer security, but they represent
a control system that every business function must operate in, a control system that computer
security is a part of by the nature of the kinds of restraints it puts on business processes. The
social controls represented by Pascale would not be difficult to recognize inside a company.
If a Security Officer should find him/herself in an organization that is dominated by a single
point of view, discourages employees from challenging the status quo, treats newcomers like
outsiders, ignores external data which affects its business reputation, rewards people who
cause the least trouble , centralizes all power in a clique and grants no authority below it,
has a legacy of failure or repeated problems, and will not face harsh truths, a reasonably
intelligent person would find a job in another company. Change is impossible. This is a place
that does not want a security person to correct problems that are identified; it wants someone
to blame when the system fails.

Evolution or Revolution

This is the type of environment that almost demands revolutionary change because
evolutionary ones are protracted or impossible to attain. In any organization there will be
change, but these factors influence how much there will be and how it will occur. Revolution
simply means many large changes will occur at once to obtain the control objectives manage-
ment will want.

Evolutionary change is less painful, but slower and less impacted by single events.
The kind of organization that fosters evolutionary changes is decentralized and listens to its
employees, allowing ideas with merit to be heard, debated, and quickly implemented. The
management terms representlng these concepts currently are reenglneermg" and "total
quality management”.

In 1988, the President’s Council on Integrity and Efficiency published its report on
computer security, outlining 55 management controls that are necessary to insure confidence
in systems performance. Many of the controls are not security in the traditional sense, and
are not computer security as it is currently represented. They are largely the presence or
absence of management controls over business processes. While adoption of this approach to
business control severely increases the number of issues to be brought to management atten-

tion, it focuses attention on issues that are more closely aligned with the values of the audi-
ence.

There are four basic things described in this Report as the situation in controls today>:

1. There are many directives and policies that prescribe secure systems, but there are
few simple, clear guidelines on how to build controls into new or existing automated informa-
tion systems and at the same time show compliance with the directives.

2. There is no formal methodology currently in use that will easily identify needed
controls as systems are being developed. As a result, extensive control reviews are needed
after the system becomes operational.
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3. There is no control process defined that is compatible with, and an integral part
of, the total systems process. Rather, there is a tendency to address control issues separate
from the many other systems activities.

4. Control and security responsibilities are often assigned to personnel who are
organizationally remote from systems development and operation.

In systems that demands revolutionary changes, these four things will not matter as
much. Even if all four were present to the advantage of the security function, it would be
difficult to affect any change if the other environmental factors worked to its disadvantage.

Precipitous Events and Common Causes

The greatest gains and losses in controls will probably be precipitated by a control
failure that causes a perception of consequence to management and a resulting backlash of
reaction that Arthur Miller, Harvard University, calls an irrational management response *.
Viruses and hackers in systems are two examples he cites. The reaction is misdirected at
security functions. Viruses and hackers are disturbing because they throw open visions of a
lack of control that are potentially dangerous. The loss of confidentiality of secrets, the
integrity of data, and its availability to those that need it are threatening to the personal and
business reputations of individuals. They are not likely to be easily dealt with through evolu-
tionary changes. Good management should have prevented the circumstances and equally
good management will correct it. The corporate value system will support an overreaction in
the name of recovery. In the extreme, it may even promote revolutionary changes.

Managers need to hear other issues that are related to what they do. Events like
viruses and hackers are not the norm and an everyday approach is better served by the words
of W. Edwards Deming, the well-known management analyst who changed Japan’s way of
doing business: A point beyond limits on a control chart, or a significant result in an experi-
ment or test, indicates almost certainly the existence of one or more special causes. Points in
control, or showing no significance, indicate that only common causes of variation remain...
When you find most of the special causes and eliminate them, you have left common causes
of variability.... Common causes are more difficult to identify than special ones are. More-
over, the removal of common causes calls for action by administration at a high level. * If
executive management is to be reached, it must be reached with common causes.

Arguing a Position with Management

The times we live in are dangerous for implementation of controls. As painstaking as
it may be to argue for controls and to get them in place, the difficulty in keeping them lies in
the control level that will be tolerated by management. The current slump in the world
economy make this a difficult time. Mergers, acquisitions, downsizing, and downturns in
business activity create an intolerance for controls and a focus on profitability, to the exclu-
sion of many other things. New managers are everywhere, erasing the corporate memory on
why many of the controls are in effect at all. New managers bring new values. Downsizing
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of staff creates productivity demands that are inconsistent with many of the controls in effect
and challenges will ensue®. It would be easy to enjoin this as a broad opportunity to excel,
but it can be an overwhelming time.

The importance of corporate memory, values, and renewed challenges to control
systems lie in their central role in persuasion and argumentation, the actual deliberation of a
control process with management. The ability to argue a position successfully has three
variables’. Argument, in this context, means simply the statement of a position and the
support offered for it: '

1. a perception by the receiver that the argument is rational
2. a perception that the argument is congruent with his/her values, and
3. a perception that the argument comes from a credible source

There is no magic formula or algorithm for the relative values that each of these
holds. Argumentation depends upon the perceptions of the person(s) being influenced.

Rational Argument

Rational does not necessarily mean logical. In computer security, where formal
logic is almost a way of life, it is difficult to think about argument in any other way. Rieke
and Sillars describe it this way®: Argumentation and formal logic are not the same,
nor does formal logic necessarily strengthen argumentation. There is ample
evidence to show that people do not follow the laws of formal logic when they
argue. ' Decision makers do not make decisions using formal logic and it can be coun-
ter-productive to pursue it. This does not mean that our decision makers are illogical, only
that the strength of an argument made to them does not lie in its formal structure or proof.

Rational arguments require support. A simple assertion, a statement advanced by one
person and adhered to by another without development, is rarely adequate. For those who
inaccurately believe that their expertise will carry an argument or sustain a position, the result
is usually failure. Some other evidence is required: (1) specific instances -- argument by
generalization and illustration of a general principle once established'?; (2) Statistics -- a
means of citing a large number of specific instances without citing each one; (3) Testimony --
credible facts or opinions of another about an argument position®.

Yalues
What are managers really looking at when they make changes
like restructuring the company?

Why Restructure?
reduce expenses 89%
increase profits 83%
increase productivity 71%
competitive advantage 67%
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shareholder return 60%

improve cash flow 56%
improve decision making 56%
reduce bureaucracy 55%
increase customer satisfaction 54%

_Wyatt Co. 6 June 1991 Wall Street Journal

It would appear from this example that profitability, in one form or another, is the
motivation for reorganization. This has all the elements of good argument: it is credible
because it comes from the Wall Street Journal, rational because all the elements relate to one
another, and it fits the perceptions of values in the Western business community. One would
conclude that unfreezing management to allow for changes in this area requires some, or
several measures of profitability.

Using faulty logic, one might say that security procedures, in order to be successfully
changed, must be tied to profitability because that is what drives management decisions.
While this may be true, the reference does not support this contention because it shows no
relationship to the security of systems. Yet new security systems or procedural changes in
existing ones, may be portrayed to management as having some economic impact on the
organization, almost as if there were a direct correlation between the value of resources and
the cost of protecting them. In both the case of reorganization and attending to security, the
value system supports decisions made on the basis of profitability. Whether either of these
are truth would not matter to the outcome.

Pascale argues that management reorganizes to get fit or to create constructive
tension that is manageable *. The end result may be that the business makes more money, or
it may be that the rationalization for the action will be in terms of cost verses benefit, wheth-
er it makes money or not. In the same way, security is not about money; it is about control
of processes which, if unrestrained become detrimental to the company. They create risks
which cannot be resolved by continuing the status quo.

Risks can cause political, economic, and social consequences in an organization that
far outweigh any consideration of risk in a strictly monetary sense. We define these in terms
of confidentiality, integrity, and availability but there is a different bottom line involved in
the failure of these processes. The confidentiality of an internal memo, such as the one
written by Bryant Gumble about one of his coworkers, does not have much value to the
national defense, but it has a great deal of value to a personal business reputation. Major
credit reporting activities have reason to be concerned about the accuracy of databases which
cause enough public concern to damage their business reputation. Sears and IBM consistently
deny rumors, which may not be true but affect business reputation, of the reading of mail on
their on-line service, Prodigy. The availability of telephone and data line services have
caused AT&T, which has publicly given reasons for failures, a certain amount of damage to
their business reputation. Where the perception of the receiver is concerned, truth does not
matter. The damage is the same.
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Managers live on reputation and so do businesses. Public or private embarrassment,
and the ensuing damage to personal and business reputations, are the greatest management
risks, absent prosecution for criminal behavior. These risks are traditionally ignored, yet are
a key ingredient in the unfreezing of managers.

Credible Sources

The vast majority of people working in your company have absolutely no idea
what you do there, and the rest are laboring under misconceptions. '
Mark McCormack

The perception of the receiver must be that the argument comes from a credible
source. McCormack’s statement may help explain why a person inside an organiza-
tion can frequently have less credibility than one with no more experience or knowl-
edge, but coming from outside the business. Nobody knows what an outsider does, or
is supposed to do.

Some managers do not know what security does for them other than change
passwords or write contingency plans. These narrow views come from an obvious
lack of exposure to common causes of control failures that require a security function
input. These opportunities are not frequent and demand preparation. This requires
quite a bit of work in advance of the opportunity. The action plan is an outline of
how best to pursue this type of change.

Create a Plan of Action

When there is opportunity for change, a person must be ready to argue a
position that supports it. This is the purpose of a brief. Briefs are like contingency
plans, kept sometimes for years, sometimes forever. A good source of briefs are the
risk analyses which identify vulnerabilities and a range of responses, but may not
result in change. A brief comes from the same concept used in the legal community:

Brief'¢

1. A statement of the claim for which adherence is sought.

2. A statement of any definitions necessary.

3. Statement of material which virtually all those involved with the claim
agree on, including shared values

4. Statement of potential issues.

5. Outline of each issue with claims and support for both sides.
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Action Plan

An action plan starts with a brief and is mapped according to audience and
issues. The brief outlines what audiences have shared values and what objections they
may have to the policy or procedural changes required. Action plans are required for
only a small portion of briefs, those representing the most serious common causes
which have not yet been corrected. They are necessary for preparation and are
superior to corporate memory. The action plan is a representation of what is required
to make a change once the audience is receptive to making it. Practice of the ap-
proaches, even mental practice, is essential. It requires patience to wait for the
opportunity, or create opportunities where they can be manufactured.

There are seven basic factors governing an action plan:

1. No single action will sustain an argument over time.
2. There is a target audience for each category with different shared values.
3. Time will be short for each opportunity to argue a position, probably less than 15
minutes.
4. The time slot for this program is not likely to be prime time .
5. The message must be:
simple
in standard language
current and credible
repeated often
repeated in different media
6. The manager must understand what action is necessary, even if this means paying
attention to the problem, but doing nothing.
7. The manager’s motivation must be sustained until the action is taken.

Action Plans and Briefs and simple exercises, mental practice, in being pre-
pared for the many opportunities that present themselves -- knowing what to say when
the audience makes time available for the presentation of the security position. The
economic environment and the constant change of business have made these opportuni-
ties more frequent., while making them no easier. Managers are more difficult to
reach and the stakes in the arguments being made are very high, causing increased
tension at every level. At the same time, a variety of management initiatives allow
more access and greater chances of making changes that can be successfully argued.

REFERENCES:

1. Kurt Lewin, Field Theory in Social Science, ed. D. Cartwright (Harper and
Brothers, New York, New York) 1951, p. 37.

2. Richard T. Pascale, Managing on the Edge (Simon and Shuster Inc., New York,
New York) 1990, p. 236.

457



3. President’s Council on Management Improvement and the President’s Council on
Integrity and Efficiency, Model Framework for Management Control Over Automat-
ed Information Systems, January 1988, pp. 4-5.

4. Against the Odds, Public Broadcasting System, March 1991.

5. Mary Walton, The Deming Management Method (Putnam Publishing Group, New
York, New York) 1986, p. 97. |

6. Dr. Robert W. Edwards, banking consultant and President, Risks Ltd.; from an
interview in Keadysville, Maryland, 12-19-91.

7. Richard D. Rieke and Malcolm O. Sillars, Argumentation and the Decision Making
Process (John Wiley and Sons, Inc. New York, New York) 1975, p. 23.

8. Ibid, p. 75.

9. Morris R. Cohen, A Preface to Logic (Henry Holt and Company, New York, New
York) 1944, pp 2-3.

10. Karl E. Weick, Process of Ramification Among Cognitive Links , Theories of
Cognitive Consistency: A Sourcebook, Robert P. Abelson et al., eds. (Rand McNally
and Company, Chicago, Illinois) 1968, pp. 512-519.

11. Mary Henle, On the Relation Between Logic and Thinking , Psychology Review,
69 (July 1962) pp. 366-378.

12. Chaim Perelman and Olbrechts-Tyteca, The New Rhetoric (Notre Dame Press,
South Bend, Indiana) 1959, p. 357.

13. Rieke and Sellars, pp.97-113.

14. Pascale, p. 24 and 36.

15. Mark McCormack, What They Don’t Teach You in Harvard Business School,
(Bantam Books, Toronto, Canada) 1984, p. 79.

16. Rieke and Sillars, p. 158.

458



THE NETWORK MEMORANDUM OF AGREEMENT (MOA) PROCESS:
LESSONS LEARNED

William C. Barker
Lisa M. Jaworski
George R. Mundy
Trusted Information Systems, Inc.
3060 Washington Road (Rt. 97)
Glenwood, MD 21738

ABSTRACT

In this paper, we will describe the approach we developed for the execution of network
Memoranda of Agreement (MOAs ) for the Defense Simulation Internet (DSI). The purpose
of establishing MOAs is to ensure that the minimum set of security requirements for the
network is met by all nodes, specifically in the event that the nodes are accredited by
different Designated Approving Authorities (DAAs). Although the MOA requirement is
stated in many Department of Defense (DoD) and Service regulations, there is no standard
MOA execution process described in these documents. Thus, many of our lessons were
learned as the result of our experience in establishing such a process. In addition, there are
no standard MOA templates available within the accreditation community; hence, we had to
draft a standard MOA. Our MOA template includes the set of rules that all user sites (i.e.,
nodes) must agree to meet prior to being granted connectivity to the DSI. Although these
rules for connection were developed specifically for the DSI, which is a dedicated mode
network, they can be used, with some modification, as the basis for other network MOAs.
Lessons learned as a result of the DST MOA execution process and the rationale behind the
rules for network connection are documented and discussed herein.

Keywords are: accreditation, DAA, MOA, and network.

INTRODUCTION

The DSI is a network accredited to operate in the dedicated mode under the provisions of
DoD Directive 5200.28 [5] and the Advanced Research Projects Agency (ARPA)
Instruction #49 [3]. Both of these documents describe the Interconnection of Accredited
Automated Information Systems (AISs) (IAA) view of network accreditation. This view
requires that MOAs be established between the network accreditor and the accreditors of
each of the user systems. Although the MOA requirement is stated in many DoD and
Service regulations, there is no standard MOA execution process described in these
documents. Thus, much of the information presented here was gained through our
experience in establishing such a process. In addition, because there are no standard MOA
templates available within the accreditation community, we had to draft a standard MOA.
Our rules for connection, which all sites must agree to meet prior to being granted
connectivity to the network, are presented below. Although these rules for connection
were developed specifically for the DSI, they can be adapted for use by other network
accreditors.

SYSTEM DESCRIPTION
The DSI is being developed by ARPA and the Defense Information Systems Agency

(DISA), with the support of the Defense Modeling and Simulation Office (DMSO). The
DSI is a high capacity network testbed supporting a full spectrum of warfighting simulation
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interoperability activities. It is intended to expand the commercial networking technology
base available for defense modeling and simulation and to develop an experience base for
expanded DoD use of distributed warfighting simulation. The Network Encryption System
(NES), developed by Motorola, Inc., and approved by the National Security Agency
(NSA) under the Commercial Communications Security (COMSEC) Endorsement Program
(CCEP), provides the required security protection for user systems that connect to the DSI.
The DSI has three classified subnets, which are cryptographically separated, and an
unclassified subnet. The shared goal of ARPA, DISA, and DMSO is to transition the DSI
into a core component of DISA's Defense Information Systems Network (DISN), which
will become the common network infrastructure for DoD.

The DSI has evolved from the ARPA networking testbed known as the Terrestrial
Wideband Network (TWBNet). ARPA simulation projects have been using the TWBNet
since its inception due to the unique capabilities it provides via the Internet Stream (ST)
protocol. These capabilities are: multicast, whereby multiple sites can receive a packet
stream from a single source, and bandwidth reservation for support of real-time
applications (e.g., virtual simulation and videoteleconferencing). Because the TWBNet has
accomplished its objectives as a networking testbed, ARPA has evolved it to a testbed for
distributed simulation applications, so as to preserve and extend its unique capabilities for
the distributed defense simulation community.

ACCREDITATION APPROACH

Accreditation is a formal declaration by the DAA that an AIS is approved to operate in a
particular security mode using a prescribed set of safeguards. The accreditation statement
affixes security responsibility with the DAA and shows that due care has been taken for
security. The DSI is accredited to operate in the dedicated mode under the provisions of
DoD Directive 5200.28 [5] and ARPA Instruction #49 [3].

Both DoD Directive 5200.28 and ARPA Instruction #49 discuss two approaches to
network accreditation: IAA and unified. The approach taken for the accreditation of the
DSI is the former. Each of these network accreditation approaches has different
implications for the MOA process. These implications are discussed in the following
paragraphs.

Requirements for MOAs

An MOA is a statement containing the record of agreement between the DAAs of interfaced
or networked systems. It addresses the accreditation requirements of each system in order
to maintain an acceptable level of risk for the interconnection. It is DoD policy that when
AISs managed by different DAAs are interfaced or networked, an MOA is required that
addresses the accreditation requirements for each AIS involved. The MOA must include:

a. A description and classification of the data
b. Clearance levels of the users
c. Designation of the DAA who shall resolve conflicts among the DAAs

d. Safeguards to be implemented before interfacing the AISs.

MOAs are required when one DoD component's AIS interfaces with another AIS, either
within the same component or in another component, and when a contractor's AIS
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interfaces with a DoD component's AIS or to another contractor's AIS (e.g., a backside
connection). (A component is synonymous with an organizational structure.)

Given the IAA approach, an MOA is required between the DAA of each user system that
connects to the DSI and the DSI DAA. User system DAAs are identified by the site. The
DSI DAA is the Director of ARPA, who has designated his Deputy Director to serve as his
agent. DoD Directive 5200.28 states that the heads of Government agencies are
empowered to accredit their own systems under certain circumstances. MOAs are required
only between the network DAA and the user systems/ sites. The sites need not establish
MOAs with other sites.

Given the unified network accreditation approach, MOAs are not required because there is
only one DAA, who has cognizance over the network and all of its nodes. Initially, this is
the easier approach to network accreditation. However, the network would have to be
reaccredited every time a node (i.e., user system/site) is added. Given the fact that the DSI
was expected to grow rapidly, this approach would have been too costly and cumbersome
in the long run. In addition, it is implicit in the unified network approach that, if adopted,
ARPA would have been responsible for the security of each user system. Clearly, it was
not in the best interests of either ARPA or the user systems for ARPA to have assumed
such a role.

Definition of Security Boundary

ARPA is responsible for ensuring that the rules for connection and secure operation are
followed by the connecting user systems. As stated in the MOAs, the boundary of each of
the classified DSI subnets is the unencrypted, clear interface to the DSI NESs. The DSI
DAA has the security responsibility for the proper operation of the DSI NES system. The
user system DAA is responsible for ensuring that all AISs connected in any way to the DSI
NES interface meet the rules for connection and secure operation of that particular classified
subnet. It is important to note that in the case of the DSI, the security boundary is not
implicit according to who owns the equipment. The DSI Program Office provides
equipment that will operate on the RED (unencrypted) side of the NES to the user sites.
However, the Program Office does not have the security responsibility for this equipment
after it has been installed at a site.

There is one exception to the differentiation between DSI security responsibility and
equipment ownership: the Network Operation Centers (NOCs). There are two NOCs
associated with the DSI. One is used to monitor the classified subnets and the other is used
to monitor the unclassified subnet. Despite the fact that the AIS equipment is located at a
contractor site and subsequently accredited by the Defense Investigative Service, it falls
under the security purview of the DSI. This is because a large part of implementing the
security responsibility for the network lies with the NOCs.

Backside Connection MQOAs

Because the IAA approach was adopted, and because of the nature of real-world network
connections, it was anticipated that many of the user systems would, in turn, be
interconnected with other systems. To be truly effective, DSI security must be ensured to
the very end of the network wire. This means that the user systems that have backside
connections have to establish MOAs with each of their backside connections. A
requirement was established that a copy of all signed backside connection MOASs be sent to
the DSI Information System Security Officer (ISSO) prior to activation of the backside
connection.
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Unclassified Site Agreements

Because there are no NESs present on the unclassified subnet, the unclassified subnet
boundary had to be defined in a different fashion from the classified subnets. Per ARPA
direction, the network boundary for the unclassified subnet is the network gateway. In lieu
of establishing MOAs for each unclassified site, it was required that, prior to permitting any
user system to be activated, a statement be signed by the user system's Security
Administrator to ensure that the users understand and acknowledge the security risk present
in the unclassified subnet (i.e., no security mechanisms are provided) and that the users
will not intentionally introduce malicious software into the network.

DRAFTING OF MOAs

ARPA was responsible for developing the rules for connecting to the DSI and a template
MOA. The template MOA was distributed to each user system/site several months prior to
the network's anticipated initial operating capability. Instructions for completing the MOAs
and checklists for obtaining the user system DAA's signature were also developed. This
Site MOA Information Package was distributed as early as possible because it was
anticipated that many of the user systems would not be formally accredited. This
assumption turned out to be true. Because a copy of the user system's accreditation
statement is a mandatory attachment to the MOA, it was important to allow the sites as
much time as possible to obtain a formal accreditation statement.

Detailed information pertinent to the DSI rules for connection, as specified in the MOA:, is
presented in the following paragraphs.

Rules for Connection

The following rules for connection pertain to user systems directly connected to one of the
classified subnets:

1. Before a backside connection to a DSI user system can be established, the
requesting site (i.e., the site directly connected to the DSI) must make a
formal written request to and gain approval from the DSI ISSO.

2. The boundary of the DSI is defined to be the unencrypted/clear interface to
the DSI NES. The DSI DAA has security responsibility for the DSI AIS
(i.e., the DSI NES). The user system DAA has the responsibility to ensure
that all AISs connected in any way to the DSI NES interface covered in this
MOA meet the rules for connection to and secure operation of the DSI.

3. All DSI user systems must, at a minimum, meet the DoD Directive 5200.28
requirements for dedicated mode of operation at the specified security level
(e.g., Secret-Not Releasable to Foreign Nationals (NOFORN)). The
accreditation statement for the user system will be provided by the user
system DAA and become a part of this MOA.

4. If the user system covered in this MOA provides connectivity to any AIS(s)
not managed by the user system DAA, then the user system DAA will
establish an MOA with the DAA of the connecting AIS in accordance with
the requirements of DoD Directive 5200.28. Prior to activating any
backside connection, the DSI ISSO must have been provided a copy of the
MOA signed by the directly-connected user system DAA and the backside
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10.

11.

12.

13.

system DAA. This is to ensure continued compliance with the rules for
connection to and secure operation of the DSL

Every direct and backside user system covered in this MOA must be
illustrated via a block diagram. This block diagram will be provided by the
user system DAA and become a part of this MOA.

Every site must meet all installation, physical protection, accounting,
procedural, and access control protection mechanisms required for the
operation of the DSI NES and the accredited AIS at its site.

The user site agrees to operate the DSI NES in accordance with the NSA
Operational Doctrine and the doctrine provided by DSI management.

User sites must have COMSEC accounts and must use DSI Network
Administrator-approved, NSA-provided keying material for the DSI-
managed NES cryptographic device.

User systems may be untrusted systems operating in the dedicated mode at
the specified security level (e.g., Secret-NOFORN). (This is expected to be
the normal operational mode for systems directly connected to the DSI.) In
this mode of operation, all users must have the clearance and need-to-know
for all data handled by their AIS. In addition, the user system DAA
acknowledges that all other users of the DSI may have access to the data
contained within his/her accredited AIS.

User systems may be untrusted systems operating in the system high mode
at the specified security level. User systems that connect to the DSI and that
are accredited to operate in this mode acknowledge that the DSI provides no
protections within the DSI or other user systems beyond the DoD Directive
5200.28 accreditation requirements for the dedicated mode of operation.
User systems accredited to operate in the system high mode accept
responsibility for the possibility of increased risk to their AISs because of
interconnection with systems accredited to operate in the dedicated mode.

User systems may connect with a single security level labeled port on a
trusted system accredited to operate in the multilevel mode in accordance
with the risk range identified in DoD Directive 5200.28. User systems that
connect to the DSI and that are accredited to operate in this mode
acknowledge that the DSI provides no protection within the DSI or other
user systems beyond the DoD Directive 5200.28 accreditation requirements
for the dedicated mode of operation. User systems accredited to operate in
the multilevel mode accept the responsibility for the possibility of increased
risk to their AISs because of interconnection with systems accredited to
operate in the dedicated mode.

User systems that employ trusted operating systems must operate the trusted
operating system in accordance with the system's Security Features User's
Guide and Trusted Facility Manual.

User systems must treat all information received via the DSI ports (directly

and indirectly) as classified at the specified security level (e.g., Secret-
NOFORN) until such information is manually reviewed and downgraded,
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as applicable. Permanent storage media for information will be labeled and
controlled at the specified security level.

14.  Each user system/site must identify its facility accreditation authority and
provide evidence of site accreditation at the specified security level (e.g.,
Secret-NOFORN) before connecting to the DSI (directly or indirectly).

It is important to stipulate that both accreditation statements and block diagrams for user
systems be attached to the MOAs for proof of accreditation and configuration control
purposes, respectively. It is important that the person who signs the accreditation statement
is actually authorized to do so. Generally, for the Services and agencies, the Commanding
Officer and the head of an agency are identified as DAAs, respectively. In the case of
contractor sites, the Defense Investigative Service is the accreditor for systems that process
Top Secret information and below. If the accreditation statement is signed by someone in a
different role, a letter of designation should be sent along with the accreditation statement.
Block diagrams allow the DSI DAA to determine exactly where an NES is placed and what
is attached to it on the user's side.

EXECUTION OF MOAs

As previously stated, a Site MOA Information Package, which contains instructions for
completing the MOAs and checklists for obtaining the user system DAA's signature, was
developed and sent to the user sites. This package is discussed in detail in the following
paragraphs.

Site MOA Information Package

When a new user site is scheduled to connect to the DSI, a Site MOA Information Package
is sent to the site. This package contains the following:

a. DoD Directive 5200.28

b. Direct Connection MOA Template
c. Backside Connection MOA Template
d. Site Connection Checklist

e. List of Points of Contact (POCs).

Use of this package facilitates communication between the user system POCs and the DSI
POCs. It also helps to expedite the MOA execution process since user sites are given MOA
templates. All that a user site has to do is obtain its system accreditation statement and
block diagram and fill in site-specific information such as accreditation date, DAA name
and address, complete address of DSI interface point (i.e., the area where the NES will be
located), mode of operation, clearance level of least cleared user, and the name, address,
and telephone number of the user system/site's Network Administrator.

Level of Resistance and Accreditation Knowledge of Site POCs

It is to be expected that a user site will resist obtaining an accreditation statement if that site
has never been formally accredited. This is because formal accreditation involves a lot of
work and the timeframe within which it may have to be done will probably be very short.
As previously stated, it is important to distribute the Site MOA Information Package as
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early as possible because many of the user systems that are to connect to the DSI have not
been formally accredited. Additionally, some sites may have to be reaccredited as a result
of connecting to the DSI. Because a copy of the user system's accreditation statement is a
mandatory attachment to the MOA, it is important to allow the sites ample time to obtain
formal accreditation.

Unfortunately, it is exceedingly common for site POCs to have only a limited knowledge
about accreditation. Thus, it is important to provide both the Site MOA Information
Package and a network POC who can answer questions regarding accreditation. Although
it is not the DSI Program Manager's responsibility to get a site accredited, unless the
network provides such a service, it is unlikely that many of the user systems/sites would be
able to connect to the DSI per the prearranged schedule.

Internal Review

Prior to forwarding a site's MOA to the DSI DAA for signature, it is imperative that the
MOA be reviewed by a DSI POC knowledgeable in accreditation. The body of the MOA
should be reviewed word for word, and if the text is changed in any way from the standard
MOA, it must be justified or the MOA should be rejected. Also, any MOA that does not
have an accreditation statement or a block diagram attached to it should be rejected. The
reviewer should compare the signature and title of the DAA on the accreditation statement
with the signature and title of the DAA on the MOA. If the accreditation statement was
signed recently but by someone other than the person who signed the MOA, the reviewer
should inquire of the site why this is so. Finally, only signatures of the true DAA can be
accepted (i.e., the site POC cannot sign these documents). It is to be assumed that the
DAA's expectations will be high and time constraints demanding; therefore, incomplete or
incorrect MOAs will not be processed.

A site may want to rewrite the sample MOAs so as to levy its own accreditation
requirements on the network and other user systems/sites in the body of the MOA (e.g., a
Navy site may want to include OPNAVINST 5239.1A and SECNAVINST 5239.2; an
Army site may want to include AR 380-19; and an Air Force site may want to include AFR
205-16). This is unacceptable from the standpoint of the network because it would
effectively result in the levying of those requirements on all other user systems in the
network.

Delivery of Security Keys

Delivery of security keys is the critical technical control point for the classified DSI
subnets. Without the proper keys, the user system cannot function on a subnet. If a site
resists compliance with these MOA execution procedures and user system accreditation
requirements, the reviewer should remind the site that it will not be connected to the DSI
until all of the required paperwork is completed. This is ensured by the fact that security
keys will not be delivered to the site until all such paperwork has been completed and
approved by the DSI DAA.

After the MOA has been approved and signed by the network DAA, a network POC must
notify the person holding and arranging delivery of the keys to the sites. This network
POC must also forward a copy of the approved MOA to the network key manager for
purposes of configuration control. Also, when a site is to be administratively removed
from a subnet, it is important that the DSIISSO send a letter stating this to the network key
manager.
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IMPORTANCE OF MOAS AFTER FINAL APPROVAL

Although at first glance the execution of MOAs appears to be a paper drill, it is not. MOAs
serve as valuable contractual vehicles between ARPA and the user systems/sites. The
MOAs established between ARPA and the user systems/sites are essentially contracts that
define the security responsibilities of both parties and the terms of the agreement between
both parties. The network DAA has reserved both the responsibility and the right to revoke
a user system's DSI connection privileges if it discovers that a breach of contract (i.e., a
violation of the rules for connection to the DSI) has occurred.

One of the rules for connection to the DSI is that before a backside connection to a DSI user
system can be established, the requesting site (i.e., the site directly connected to the DSI)
must make a formal written request to and gain approval from the DSI ISSO. This is done
in order to accurately monitor network performance; to ensure that the rules for connection
to the DSI are followed by the backside sites; and to enforce other contractual obligations
between ARPA and the user systems/sites.

CONCLUSIONS

Although the drafting and execution of network MOAs is both time consuming and tedious,
it is extremely important in terms of the enforcement of the network security policy (i.e.,
the rules for connection to the network) and in the definition of security responsibilities
between the two parties. This process should commence early in the network development
process so that there will be sufficient time for unaccredited user system/sites to become
accredited and for MOAs to be granted final approval before the projected initial operating
capability.
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Introduction

The Department of Energy (DOE) has established an Independent Validation and Verification (IV&V) pro-
gram for all classified automated information systems (AIS) operating in compartmented or multi-level
modes. The IV&V program was established in DOE Order 5639.6A [1] and described in the manual [2]
associated with the Order.

This paper describes the DOE IV&V program, the IV&V process and activities, the expected benefits from
an IV&Y, and the criteria and methodologies used during an IV&V. The first IV&YV under this program
was conducted on the Integrated Computing Network (ICN) at Los Alamos National Laboratory and sev-
eral lessons learned are presented.

The DOE IV&YV program is based on the following definitions. An IV&YV is defined as the use of expertise
from outside an AIS organization to conduct validation and verification studies on a classified AIS. Valida-
tion is defined as the process of applying the specialized security test and evaluation procedures, tools, and
equipment needed to establish acceptance for joint usage of an AIS by one or more departments or agen-
cies and their contractors. Verification is the process of comparing two levels of an AIS specification for
proper correspondence (e.g., security policy model with top-level specifications, top-level specifications
with source code, or source code with object code).

DOE IV&YV Program

The DOE IV&YV program is designed to provide an additional level of assurance for automated informa-
tion systems (AIS) that have a higher level of risk due to the sensitivity of information being processed or
due to differences in user clearances. This section will discuss the goals of the IV&V program, when an
IV&YV is required, the outputs expected from an IV&YV, and the administrative issues, such as funding,
organization, and management.

The DOE protection requirements are arranged in a hierarchical manner based on the classification level of
the information and the clearance level of the AIS users. This hierarchy ranges from zero to five and is
called a protection index. A protection index of zero corresponds to a dedicated mode of operation. A pro-
tection index of one corresponds to the system-high mode of operation. A protection index of two

*This work supported by the US Department of Energy, Office of Safeguards and Security.
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corresponds to a compartmented mode of operation where information is separated into one or compart-
ments and formal access approvals are required for access to the information.

A protection index of three is loosely defined as ““secure multi-level” because all AIS users are cleared, but
there is at least one level of difference between one or more user clearance levels. For example, an AIS in
which some users have a DOE Q clearance (equivalent to a Top Secret clearance) and one or more users
have a DOE L clearance (equivalent to a Secret clearance) would have a protection index of three.

A protection index of five is a multilevel AIS where at least one access point, used by an uncleared person,
is located outside the security area and is authorized to process only unclassified information. An addi-
tional requirement is that all of the access points outside the security area must be located within the
boundary of the facility. No access is allowed from off site.

IV&Y Program Goals

The primary goals of the IV&V program are to

« support the objective analysis of security risks in an AIS operating with a protection index
greater than or equal to two and

« to facilitate the accreditation of AISs by providing assistance to the designated accrediting
authority (DAA).

These goals ensure that all AISs with an increased level of risk receive an independent review that is inte-
grated into the accreditation decision. Secondary goals of the IV&V program include

« providing technical input to the AIS certification,

+ maintaining a technical library of the results of IV&V activities to reduce redundant activities
and to aid AIS developers,

» identifying any policy areas that should be considered for modification or addition to the DOE
policy for classified computer security, and

« identifying areas where research and development is needed to enable DOE AISs to meet the
policy requirements.

Alibrary of IV&YV results should reduce the overall resources needed to conduct future IV& Vs by elimi-
nating the need to repeat previous analyses and reviews. This library is also expected to improve the secu-
rity of new AISs by allowing the AIS developer or integrator to apply the results of previous IV&V work.

Wi V&Y is Required

AnIV&YV is required for all AISs that have or will operate with a protection index of two or higher. The
IV&YV process will begin when the tentative or actual protection index for the AIS is determined. The
IV&V process is initiated by the AIS security officer who documents the need for an IV&V and forwards
the request through the accreditation hierarchy. The security officer is also expected to simultaneously sub-
mit a funding request for IV&V support through the appropriate channels.

The actual IV&YV activities are expected to start with the preliminary design of the AIS. The maximum
benefit will be gained by involving the IV&V team during the AIS design when changes can be made with

a minimum impact.
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IVXYV Outputs

The outputs expected from an IV&YV are divided according to the phases of an IV&V. Phase one occurs
during the AIS preliminary design phase. Phase two occurs after the AIS has been implemented and during
the security certification testing of the AIS.

The outputs required for phase one of an IV&YV are

« areport documenting the results of the analysis of the AIS preliminary design including any rec-
ommendations for changes and

» adescription of the expected IV&V phase two activities including a plan for managing the
activities and the estimated costs for the activities.

The report required as output from phase two of an IV&V contains

+ documentation of the analysis of the AIS Security Test Plan and the analysis of the security test
results,

 any recommendations for changes in the AIS design or implementation or both,
« if necessary, recommendations for additional security testing, and
« the IV&YV team recommendations for AIS accreditation.

Depending on the results of the IV&YV analyses of the AIS, recommendations may be made to modify
or clarify current DOE computer security regulations. The analyses may also identify areas where new
or redirected research and development is needed to provide cost-effective solutions to meeting DOE
requirements.

Funding, Oreanizati 1M { of an V&Y

All funding for an IV&YV is provided by the organization responsible for the management and operation of
the AIS. Typically, the initial funding is provided only for the phase one activities. The additional funding
necessary for phase two is supplied after the IV&V team has completed the phase one activities. All esti-
mated funding requirements must be reviewed and approved by the accreditation hierarchy before commit-
ting any funds. This review will ensure that IV&V resources, such as personnel and money, are appropriate
to the required level of effort. Funding for an IV&V for a very complex AIS should not exceed $30,000
for phase one and $60,000 for phase two. The values are the maximum expected for an AIS and will be
required only when the network involves a number of different computer systems and other network com-
ponents that all require extensive analysis and review. An IV&V on a typical local area network is
expected to cost $15,000 to $25,000.

An IV&YV is performed by a team. The minimum composition of the team is a coordinator and at least one
other individual. Most teams are expected to contain a coordinator and two individuals. The team members
are contractors from outside the DOE and DOE contractor organizations to ensure the proper indepen-
dence in the process. The official team coordinator is the DOE Computer Security Program Manager
(CSPM) or a person designated by the CSPM. The CSPM is the DOE person responsible for establishing
the computer security policies for classified computing in the DOE. Other individuals may be added to the
team either as members or as observers to represent organizations that may have an interest in the AIS. The
AIS organization will contribute at least one person who acts as the liaison between the IV&V team and
the AIS organization. All personnel who participate in the team activities are expected to contribute to the
analyses, reviews, and report preparation.

The team activities are directed by the chairperson. The chairperson is responsible for coordinating the
team activities with the representatives of the AIS organization and representatives of the accrediting
authority.

470



n iviti

AnIV&YV is performed in two phases. Phase one is performed during the initial design and implementation
of the AIS. Phase two is conducted after the AIS has been implemented and is ready for security
certification.

Phase One Activiti

Phase one activities include reviews of documents and interviews with AIS developers, AIS management,
and computer security people responsible for the AIS. Critical documents reviewed during this phase
include the AIS design specifications and descriptions, the AIS Security Plan, and the AIS Security Test
Plan (if it exists). During phase one, the team is guided by the criteria established for the validation phase.
These criteria, described in the following section, define the minimum requirements the AIS must meet to
comply with DOE regulations.

Phase one is concluded with reports prepared by the team and reviewed with the AIS personnel prior to
release to the DAA. The contents of the phase one report document the team’s understanding of the AIS, a
description of the AIS Security Support Structure (SSS), the results of the team analysis, and the team’s
initial assessment of the risks or vulnerabilities in the AIS.

The DAA, in coordination with the CSPM, reviews and accepts the phase one reports. The DAA may
accept the risks resulting from vulnerabilities or concerns identified by the team. The decision to accept
risks will be coordinated with the CSPM and documented by the DAA. Once the DAA accepts the phase
one report and documents the acceptance of any remaining risks identified by the team, phase two of the
IV&V can be scheduled.

Phase Two Activiti

Phase two activities are not scheduled until the developers have implemented the AIS and prepared the
Security Test Plan. The first phase two activity is to review and comment on the AIS Security Test Plan.
This review is performed by the team members before it returns to the facility. After the team has reviewed
the Security Test Plan, the AIS developers and security people will perform the security tests. After the
security testing is completed, the team returns to the facility and reviews the results of the tests. This
review is focused on ensuring that the security tests are complete and that the results clearly indicate that
the tested function is implemented correctly. Depending on the results of the security tests, the team may
request additional security tests to address any anomalies in the testing or to address functions missed in
the original test activity.

During the review of the Security Test plan and test results, the team is guided by the verification criteria,
described in the following section, to ensure that all necessary tests are included in the test plan and that
each test adequately addresses the required security features.

After all testing is completed, the team will prepare the phase two report, which will document the team’s
analysis of the AIS testing, the team’s assessment of the AIS risks and vulnerabilities, and the team’s rec-
ommendations to the DAA. The phase two report is reviewed with the AIS personnel to ensure accuracy
prior to release to the DAA. After the DAA has received the phase two report, the AIS organization, the
computer security personnel at the site, and the DAA are expected to address any security issues identified
by the team. The DA A may choose to accept the risk for any or all of the concems identified by the team.
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During either phase of an IV&YV, the team may identify policy issues that may need clarification or modifi-
cation. The team may also identify areas for new or re-directed research and development. The team will
prepare a report describing the issue or need and a recommended solution and forward the report to the
CSPM for consideration.

IV&Y Criteri

As mentioned earlier, the IV&V team is guided by criteria for validating the AIS design and verifying the
AIS implementation. These criteria have been developed to establish a baseline set of requirements for sat-
isfying DOE policy and to guide the reviews and analyses performed by the team. This section will
describe the general approach to development of the criteria, how the DOE criteria are consistent with ini-
tiatives by the US Government, the DOE profiles defined by the criteria, and the structure of the criteria.

f ri

The criteria were developed to define the minimum requirements necessary to meet DOE policies for clas-
sified computer security. The primary base for the criteria is DOE Order and Manual 5639.6A. Additional
criteria that exceeded the DOE Order requirements were identified as desirable or recommended practices.
If a protection was identified as desirable but was not reflected in the DOE order, during its development,
either the order was updated or the protection was dropped from the criteria. Another concern during the
criteria development was to ensure consistency between the DOE requirements, as expressed in the cri-
teria, and other US Government initiatives in information security.

Consistency Bet DOE Criteria and US G Initiati

A desired goal during development of the criteria was, where possible, to maintain consistency with the
draft Federal Criteria (FC) for Information Technology [3] then being developed by the National Institute
for Standards and Technology. The consistency was desirable to permit DOE to easily update its criteria
when the FC were officially released.

Because the DOE requirements take precedence over the draft FC, we used DOE Order 5639.6A as the
baseline. For each DOE protection index defined in the Order, the FC components were mapped into the
DOE protection requirements. If necessary, the FC components were modified to meet the DOE require-
ments and environments. This mapping process resulted in a clear understanding of the differences
between DOE requirements and the draft FC. This mapping process created a combined set of require-
ments that met the DOE Order and incorporated the FC. A by-product of the incorporation of the FC was a
structure similar to the profile concept defined in the FC.

This “profile” development process is somewhat different from the process described in the draft FC but
has achieved the same results. The FC security environment and policy-requirement mapping descriptions
are expressed in the DOE Orders through the protection index structure. The DOE Order and Manual
defined the minimum security features that must be present for each protection index. The requirements
are defined in very general terms and allow an AIS developer to select and implement the algorithm that is
most appropriate for the AIS mission. Incorporating the requirements from the draft FC allowed a refine-
ment of the DOE Order without specifying a particular implementation approach. Once the general
requirements were defined, detailed criteria for each requirement were developed and the criteria were
then composed into DOE “profiles” for each protection index.
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DOE Profiles

The DOE “profiles” have been developed for protection index two (compartmented mode), protection
index three (“secure” multi-level mode), and protection index five (multi-level mode). The profiles are
hierarchical beginning with protection index two. Most of the differences between the profiles are in the
expected strength of the mechanisms. The DOE profiles contain elements that describe the information
protection problem addressed by the profile; a rationale discussion that provides the fundamental justifica-
tion for a profile, including the threat, environment, and usage assumptions; functional requirements that
establish the protections that must be provided by an AIS; and development assurance requirements for all
phases of an AIS development from initial design through implementation. Evaluation assurance require-
ments from the draft FC were not included in the DOE profiles.

The functional requirement components in a DOE “profile” include
+ Identification and Authentication
» System Entry
» Trusted Path
» Audit
» Access Control
» Resource Allocation (object reuse)
« Security Management (security officer interface to the system)
» Reference Mediation (the involvement of the SSS in all accesses to objects)
« SSS Logical Protection (separate execution of the SSS functions)

« SSS Self Checking (checks for consistency and integrity of SSS components at startup and dur-
ing execution)

» SSS Startup and Recovery (checks to ensure that the proper SSS is executed at start up and that
the SSS always recovers to a secure state)

+ SSS Privileged Operations (executions of SSS security functions are restricted to privileged
components)

» Ease of Use (requirements for programming interface to SSS security functions)

The DOE “profiles” do not contain any requirement for covert channel analysis because the threats to DOE
information do not justify the expenditure of resources necessary to identify and eliminate all covert chan-
nels. Some covert channels are identified indirectly as part of the development assurance component, such
as penetration analysis and functional testing.

The development assurance components in a DOE “profile” include
» Property Definition (description of the protection properties implemented by the SSS)

« Interface Definition (description of the interface to the SSS, including informal models of the
SSS)

« Modular Decomposition (description of the disciplines used during design and implementation
of the SSS)

 Implementation Support (description of the configuration control procedures followed during
implementation of the SSS)

 Functional Testing (description of the SSS testing and the procedures used to manage the test
activities)
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» Penetration Analysis (description of the process used to perform penetration analysis of the
SSS)

» User Security Guidance (description of the AIS security functions for the users)

» Administrative Security Guidance (description of the AIS security functions for the security
officer and system administrators)

« Flaw Remediation (description of procedures for reporting, tracking, and correcting flaws in the
SSS)

 Trusted Generation (description of procedures for generating a known version of the SSS)

« Life Cycle Definition (description of the procedures and methods used to manage the SSS
through its entire life cycle)

 Trusted Distribution (description of procedures used to ensure no unauthorized modifications
are made to the SSS during shipment)

« Configuration Management (description of the procedures to manage the SSS)

The criteria for each protection are organized into two documents. The validation document defines the
requirements and criteria that must be met for the AIS to conform to DOE requirements. The verification
document contains all of the validation information and adds a generic test description for each criterion.

Struct f the IV&YV Criteria D :

Each IV&V criteria document is organized into three sections. Section 1 describes the required security
features and assurances and the environment addressed by the criteria. Section 2 describes the expected
target audience of the criteria and the contents of the document. Section 3 contains the components that
must be satisfied for the AIS to successfully meet the DOE requirements. Each component description
contains

a general description of the component,

the specific DOE requirement(s) directly related to the component,

one or more criteria that must be met to satisfy the component, and

for each criterion, a generic verification test description.
Criteri

Each functional requirement or development assurance component, such as audit or trusted generation, is
decomposed into one or more criteria that must be satisfied to ensure that all of the requirements for the
component are met. Each criterion represents a single concept or requirement. The general rule followed
during the development of the criteria was that the criteria must be required or clearly implied by the com-
ponent and the criteria must be easily tested.

During the development of the generic test description, we required that each test must unambiguously
indicate success or failure. If we were unable to define a clear test description, we modified or split the cri-
terion until the test description was unambiguous. This guideline also required that, while individual tests
may be based on the results of previous tests, the test could not attempt to evaluate more than one criterion
at a time.

Another requirement for the criteria was that the statement of the criteria must be independent of specific
computer systems or architectures. This approach requires the IV&V team to interpret and apply the
criteria to a specific AIS. However, this interpretation is not difficult because DOE requires the specific
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security mechanisms in an AIS to be described in a document called the AIS Security Plan. This document
provides the details that allow the IV&V team to apply the criteria. An example criterion from the criteria
for protection index two is

The SSS shall end the attempted login session after the user performs the authentication
procedure incorrectly for a number of successive times. Termination of the session, such
as lockout, shall be recorded on the audit trail, the system console, and the system admin-
istrator's terminal.

An AIS implementation of this criterion would be described in the AIS Security Plan for the system, using
language similar to the following:

The security software in this system will terminate an attempted login session after the user incor-
rectly enters a password five consecutive times. Each incorrect attempt is recorded in the system
audit trail. After the fifth unsuccessful attempt, the session is terminated by locking out the termi-
nal device. After the session is terminated, a message is written to the system audit trail and a mes-
sage is sent to the operator console.

Generic Test Descrioti

The IV&YV criteria documents are intended to provide a complete set of requirements and criteria for each
of the protection indices. A generic test description, independent of any specific computer system or archi-
tecture, is supplied as part of each criterion. The descriptions are designed to be templates that can be used
by a test developer to guide the generation of system-specific tests and to aid the IV&YV team in evaluating
the test plans and test results. Each test description contains

« Test Purpose (purpose of the test)
« Expected Result (results that should be produced by the test)

» Controlled Configuration (components of the AIS that should be controlled to ensure repeatabil-
ity of the tests and to minimize impact on AIS users)

« Test Equipment, Material, and Personnel Required (resources required to perform the test)

« Input Used for Test (any special input needed during the test; for example, during a test for SSS
self-checking, one of the SSS tables must be modified to introduce an error)

« Test Description (detailed sequence of events: describes the who, what, when, where, and how
for the test)

« Pass/Fail Criterion (criteria for successfully passing the test, depends on the AIS and the SSS
component being tested; for example, the pass/fail criteria for testing an authentication process
that is based on passwords would include a description of the range of acceptable password
lengths and the range of unacceptable password lengths)

Lessons Learned from First IV&V
We have completed the first phase of the first IV&V conducted under the DOE IV&V program. This
IV&V phase one review was performed on the Los Alamos National Laboratory Integrated Computing
Network (ICN). This network is being redesigned and upgraded to support operation at the protection
index three (“secure multilevel”). Phase one of the IV&V was performed on the ICN design during

February 1994. Phase two of the IV&V will be conducted during the fall of 1994 depending on the
progress toward implementing the design.
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ICN Descriofi

The ICN consists of several segments and separately accredited networks. The ICN backbone contains an
Fiber Distributed Data Interface (FDDI) ring and several routers. Users operate from one of several sepa-
rately accredited networks that operate in the system-high mode. These user networks are connected to the
backbone through the routers. The routers provide a primary control of messages and allowed communica-
tion paths.

Network servers, such as file storage, output services, and a CRAY YMP (running UNICOS 8.0), provide
services to the users. All of the servers are designed to support multi-level operation. Other management
and security services, such as collection and analysis of audit trails and user identification and authentica-
tion are provided by a separate network connected to the backbone. These additional services operate in
the system-high mode because they do not allow user access or the execution of user processes. These ser-
vices are provided to all components of the ICN, including the user networks.

Lessons Learned

Early lessons leamed from the IV&V phase one include several unanticipated or underestimated benefits,
In addition to the objective analysis and review of the ICN design, we identified several areas where the
then draft DOE policy needed clarification and one area where the policy need some interpretation to
address state-of-the-art networking technologies. During our review of the ICN backbone and the servers,
especially the identification and authentication server, we learned that the traditional view of security
requirements for a complex network was difficult to apply to individual segments of the network.

When we attempted to review the ICN backbone, the traditional model of users as subjects acting on
objects did not apply. Within the ICN backbone, the routers and network control nodes make security and
routing decisions on message addresses. While the messages were being sent on behalf of users, there are
no “users” in the backbone. We were forced to adapt the normal definitions of subject and object to fit the
backbone. The definition we used was that a subject is a computer identified by a unique address and
objects are the physical or logical communications paths connecting the computers. This definition of sub
jects and objects then allowed the team to adapt the IV&V criteria to allow analysis of the backbone. The
backbone analysis required interpretation of components, such as access control and audit, using the new
definitions of subject and object. For example, access control decisions in the backbone were based on
mediation of connection requests between the source and destination addresses. Discretionary access was
determined by administrative criteria expressed in the router tables. Mandatory access was determined
based on a priori knowledge of data sensitivity through the hard-wired ports on each router and the con-
tents of router tables.

Another segment of the ICN where the team experienced difficulty in applying the traditional view of
security was the multilevel servers. For example, the ICN identification and authentication service is pro-
vided by the KERBEROS software operating on a platform isolated from the ICN backbone by a router.
This approach allows the service to be available to all users and nodes anywhere in the ICN while ensuring
that users are not allowed to directly access or execute processes on the server. The traditional model of
security requirements is built on the assumption that users have (or may gain) the ability to execute their
processes on the system. By creating a distributed system with multiple layers of protection, the identifica-
tion and authentication server should not be required to meet the requirements necessary for a normal
multi-user computer system. During phase one of the IV&V, we decided to analyze these servers from two
perspectives. The first view was at the platform level. These platforms are located in an exclusion area, and
access is restricted to system administrators, operators, and development personnel. A platform in this
environment can operate in the system-high mode if there is adequate assurance that the interface between
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the operating system and the application is sufficiently strong to prevent the application activity from
affecting the security of the platform.

The second view of the servers was at the application level. Many of the servers in the ICN must operate
the application in the “secure” multi-level mode. Analysis of the application from this perspective focuses
on the security features of the protocol used to access the service and the interface between the application
and the platform. We are currently developing additional criteria for this view of network servers.

Another underestimated benefit of the IV&V was the interaction between the ICN designers and the IV&V
team. During the numerous discussions and interviews, the team members were able to offer suggestions
to the designers to improve the security and information flow in the ICN. Most of the suggestions have
been adopted in the ICN, and the designers obtained a better understanding of the security needs and
requirements for the ICN.

A pplicability o Other Envi :

The IV&YV criteria and process appear to be a viable approach to obtaining an objective analysis of an AIS
that would work for any other organization. The overall methodology is similar to the accreditation process
used in the Department of Defense with the addition of criteria to guide the team’s analysis.

Although the IV&YV criteria are specific to the DOE, the process used to develop the criteria could be
casily applied to other environments and organizations. The DOE criteria could be easily adapted to other
situations because the criteria are generic and independent of AIS architectures.

Conclusions and Future Work

The IV&V program and criteria have been demonstrated to be an effective technique for objective analysis
of complex computer systems and networks in the DOE. The process provides detailed objective technical
support to an accrediting authority and will reduce the residual risk in DOE AISs.

The initial IV&YV activities have indicated that new criteria and approaches are needed for network compo-
nents, client-server architectures, and distributed systems. We are currently working on developing new
criteria for these areas.
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RATIONALE:

Some computer security assumptions are so unrealistic it is virtually impossible
to build complex trusted systems. For example, multilevel security policies which
forbid all information flow from high to low are too restrictive to apply to
networked systems where acknowledgements and two-way communications are
necessary for reliable and smooth data transfer between machines. How do we
get computer systems to perform their required functions with acceptable
security?

Acceptable security is basically concerned with risk management. Yet, the
formal models most used as paradigms in computer security ignore risk
management and its fuzzy and subjective assessments. Mathematical tools,
such as fuzzy logic, probability theory, and continuous math, are available to
formalize security risk management, but are little used.

The Joint Security Commission, which prepared a report for the Secretary of
Defense and the Director of Central Intelligence, concurs. The Joint Security
Commission report acknowledges that the existing computer security
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(COMPUSEC) paradigm which evolved during the Cold War no longer matches
political, economic and technical realities. The Joint Security Commission
proposes a new security paradigm based upon risk management in which we no
longer look for perfect security to meet worst-case scenarios, but settle for a
level of security appropriate to realistic threat estimates.

Fuzzy logic is appropriate to model the new reality. 1t provides a thearetically
sound and rigorous method to handle many possible degrees of security. This
panel addresses this fundamental problem from several different viewpoints.

PRESENTATIONS

Ruth Nelson, an MIT-trained mathematician and network security expert who
developed the mutual suspicion security concept and contributed to SDNS and
Global Grid, will explain how security can be seen as a risk management issue.
She will describe the problems and the kinds of mathematical tools available.

Hilary Hosmer, developer of the Multipolicy Paradigm, will illustrate how fuzzy
logic can be used to model fundamental computer security concepts, especially
"real" world policies and policy interactions.

Sergei Ovchinnikov, a fuzzy logic expert and long-time colleague of L.A. Zadeh,
will describe his fuzzy generalization of the Bell and LaPadula model and issues
involved in resolving conflicts among multiple policies.

John McLean, who is responsible for formal methods at NRL, will address
several formal modeling issues, including the formalization of imprecise
concepts. :

DISCUSSION

These papers will present views radically different from the conventional security
approach, so strong reactions, both pro and con, are expected from the
audience. The chair will query the panel with a set of prepared questions which
the audience will also be invited to answer.
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Security is Risk Management

Ruth Nelson
Information System Security
48 Hardy Ave.
Watertown, MA 02172
rnelson@cs.umb.edu

The history of computer security has been full of conflict between the security
practitioners and those more interested in the mission of the system than in
security. Part of the reason for this conflict is an absolutist view of security
and its assurance. Both the access control and data flow models used in
computer security are based on an assumption that a secure system must
prohibit all information flow from “high” to “low” security levels in order to be
safe. Unfortunately, all operational systems require some such flows in order
to work and so must be “insecure” by this definition. In fact, many “mission-
oriented” systems! include authorized release of information derived from
sensitive sources as part of their main function.

A more refined statement of the security requirement is that the system must
prohibit the unauthorized release of secrets. Unfortunately for security
practitioners, the concept of secret is inherently fuzzy;2 that is, it is impossible
to say whether some particular piece of information will convey something
secret to an unspecified observer.

At present, our usual approach to computer security is to work within the
“absolutist” models and definitions. We assume that the security goal of the
system is preventing all information flow from high to low. We implement
MAC policies to assure this. We evaluate the security of a system based on its
conformance to these policies.

When, as almost always happens, we must allow output at a lower level than
some of the input which may affect it, we either explain it away or we
implement the output function in “trusted” code which can violate our model.
Trusted downgraders cannot be relied upon; they can be fooled into allowing
secrets to leak.®? The model of security which is based on controlling
information flow and which permits totally unexamined and untrusted
applications software works only when its access rules are completely
enforced. The formalizations of this model cannot describe the results of
taking exception to it. With current models and methods, we have no way to
measure the risk that allowing particular information flows will actually allow
leakage of secrets from the system.
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In other areas of security, including disaster management and cryptographic
algorithm design, mathematical tools are used to measure risk. Some of these
may be useful in computer security, particularly when we examine particular
application systems and give up the goal of application-independent security
models. In particular cases, we can estimate such quantities as:

¢ the likelihood that particular applications software is malicious;
o the “secrecy density” of particular data;

o the amount of loss incurred if particular data is disclosed;

e the likelihood that a particular object contains secrets;

o the likelihood that particular outputs will be misused,;

e the probability of mislabeling (too high or too low).

The mathematical tools which can allow us to manipulate these estimates
Include fuzzy logic as well as statistics and probability theory. These tools,
unlike those which are limited to two-valued logic, are useful in addressing
real, operational systems which must violate the rigid models. The current
models may have applicability in general system design, but fail to address
the specifics of security in operational systems. Using “fuzzy” and “crisp” tools
In combination may lead us to clearer understanding of security ideals and
security reality. This understanding may end some of the conflict between
operational needs and security and so could lead to more effective, more
secure systems.

1C. Limoges, R. Nelson, J. Brunell, J. Heimann, "Security for Mission-oriented
Systems,” MILCOM '92, October 1992, San Diego, CA.

2R. Nelson, “What is a Secret?,” New Security Paradigms Workshop, August
1994, Little Compton, RI

8 ibid.
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FUZZY POLICIES

Hilary H. Hosmer
Data Security, Inc.
58 Wilson Road
Bedford, MA
email: Hosmer@Dockmaster.ncsc.mil

Most important policies are broad and vague. For example:

Goal: Equality of Opportunity

Policy #1. Thou shalt not kill.
The Ten Commandments

Policy #2. Employers shall not discriminate on the basis of age, race,
gender, or national origin.
President Johnson, 1965

Policy #3. Everyone shall have access to the Information Highway.
President Clinton, 1993

Such policies undergo substantial interpretation and reinterpretation. For example, does
Policy #1 require us all to be vegetarians? Must Policy #2 apply to someone who hires a
personal servant? Does Policy #3 mean that each person on the planet gets a telephone link-
up?

Implementing significant policies on trusted computer systems can be difficult. Defining the
policies themselves is the first challenge. Translating vague human language and concepts
into precise computer steps is the second. This includes representing policies in ways that
both policy users and computer personnel can understand. Unfortunately, the abstract
mathematical methods now in use are often unintelligible to both groups. Implementing the
policies is the third challenge. Many trusted systems don't even provide a way for user
policies to be implemented in a trusted fashion.

This presentation explores ways to build policy flexibility into trusted systems. It builds upon
our work in multiple policies, resolving policy conflicts, and fuzzy logic.
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Assurance, Risk Assessment, and Fuzzy
Logic

John McLean
Center for High Assurance Computer Systems
Naval Research Laboratory
Washington D.C. 20375

1 Introduction

As I have stressed elsewhere [1], one of the most striking properties of the Trusted Com-
puter System Evaluation Criteria [2] and its international successors is that none of these
documents contain any attempt to relate their evaluation levels to a measure of how much
effort must be expended to break into a system. Hence, it is impossible to compute whether
additional protection a higher rating represents is worth the additional cost incurred obtain-
ing that rating. Even if we had such information, however, it would be unclear what to do
with it since very little data is publicly available about either the cost the owner of a system
incurs when a break-in takes place or the related, yet distinct, metric, the cost a penetrator
is willing to incur to break into a system. I applaud any and all efforts to determine such
figures since it is impossible to form a meaningful risk assessment without them. I also
realize that exact figures are not forthcoming. However, I am not convinced that fuzzy logic
provides a solution to this dilemma.

2 The Cost of Penetration

Penetration has a variety of meanings, depending on the context. A system may be easy to
penetrate for the purpose of withholding service, but hard to penetrate for the purpose of
obtaining or modifying confidential data. Even if we limit ourselves to one type of penetra-
tion, say confidentiality attacks, systems differ. For example, obtaining some types of data
is useless if the penetration can be detected after the fact. For other types of data, this is
not an issue.

Each one of these senses of penetration brings with it a different estimate of the cost
incurred by the penetrator and the cost incurred by the owners of a system that has been
penetrated. The secondary costs, e.g., the cost to a penetrator of potential jail time and the
cost to a system owner that stems from the loss of prestige such a penetration can lead to,
are even harder to calculate.

This problem of interpreting the numbers produced is compounded when the measures
are manipulated, e.g., to produce compound costs. We know how to combine forces in
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physics and we know how to combine probabilities. However, we do not know how to
combine penetration costs. One obvious reason for this is that we do not know how to
combine assurance levels. For example, on one hand it would seem that it would cost more
to penetrate two B3 systems than a single B3 system. Hence, building a secure system from
two B3 subsystems, both of which must be broken for a security violation to take place,
would seem to increase security. On the other hand, such a system would, itself, simply
be a B3 system. There is nothing in such an architecture that would raise it to a higher
evaluation level.

3 Measuring the Cost of Penetration

One trouble with providing any quantitative measures for these costs, whether fuzzy or not,
is that people inevitably believe that they represent something meaningful. For example,
some have tried to relate the effort required to break into a system with the notion of mean
time between failures, which is found in the dependability world. However, such an analogy
fails to pass scrutiny. Dependability analysis assumes independent failures; security break ins
are anything but. Once a hacker has learned how to break into one system, this information
will be shared among friends and applied to similar systems.

On a more optimistic note, we should realize that there are already in place some quanti-
tative measure for security. For encryption, there is complexity theory, which helps quantify
the effort needed to break a code [3]. For confidentiality in computer systems, there are
applications of information theory employed in quantitative security models [4, 5] and tech-
niques for covert channel analysis [6, 7]. The difference between these information-theoretic
measures of computer security and the sort of fuzzy measures some have advocated is that
the former are quite clear about what, in fact, they are measuring. Although covert channel
capacity and similar measures are not perfect indicators of this damage, they do, at least,
approximate it since they give information about the time required to exploit a channel.[§]
Nevertheless, their main benefit may be as a way of quantifying security/efficiency trade-offs
in resource utilization algorithms [9].

This is not to say that information theory provides all the information we would like, even
if we limit ourselves to confidentiality. Since systems with a capacity of zero can still leak
information, we need to supplement capacity analysis with something like the Moskowitz
and Kang Small Message Criteria [10]. Further, we are interested, not only in the time it
would take to gain data from a system, but also in the tools that are required, the risk of
exposure during the attack, the detectability of attack after the fact, the type of data at
risk, etc. However, the limitations of information theory are well-known. The limitations of
a figure that is given as fuzzily representing the security level of a system may be hidden.
Information is lost in the single fuzzy metric, just as information was lost when cars replaced
a panel of warning lights with a single “idiot light”.

Turning to availability or integrity, although it’s conceivable that information theory will
be fruitful in these areas by quantifying how much secure information can flow in a system
under denial of service or integrity attacks (a sort of inverse capacity measure which reflects
the worst possible information rate rather than the best), there is no supporting research to
demonstrate this. Performing such research would be a worthwhile endeavor.
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4 Conclusion

To evaluate the effectiveness of techniques used to build secure systems some sort of quanti-
tative measure of penetration resistance is desirable. However, I think that fuzzy logic is the
wrong way to go since a single fuzzy metric of system security hides the information that
was used to generate the metric and since there is an inherent danger of giving quantitative
fuzzy metrics more credence than they really deserve. Certainly with respect to confiden-
tiality, and possibly with respect to integrity and availability as well, information theoretic
approaches, though not perfect, are more suitable. I believe that money would be better
spent furthering such approaches, rather than developing fuzzy new ones.
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Using Fuzzy Logic in Formal Security Models

Sergei Ovchinnikov
San Francisco State University
San Francisco, CA 94132
sergei@mercury.sfsu.edu

The Joint DoD and CIA Security Commission proposes a new security paradigm in which
we no longer look for perfect security, but settle for a level of security appropriate to
realistic threat estimates. Fuzzy set theory is appropriate to model the new reality because
it provides rigorous methods to handle many possible degrees of security.

Formal methods and models are inherent components of the computer security paradigm
exactly because they provide for provable security. It is possible to develop formal models
for computer security in a fuzzy environment and use fuzzy logic techniques to establish
provable security. Not necessarily all components of such models must be fuzzy, but if we
want to face the reality of computer security, we have to have at least some fuzziness
present in formal models.

The core of any formal model based on the Bell-LaPadula (BLP) model is the basic
computing machine. There are six elements constituting the BCM: subjects, objects,
states, requests, decisions, and the machine's state-transition relation. The first five
elements are sets that we denote S, O, Z, R, and D, respectively. The last element is the
machine's state-transition relation W C R x Z x D x Z.

The state-transition relation determines the dynamics of the machine. Let X = R7,

Y = D7, and Z = Z7 be infinite sequences of inputs, outputs, and states, respectively.
If, while in state 2,1, the machine receives the input z;, then the output y,, and the
machine's next state z;, must appearin W

(@4, 20-1,Ys, 2t) € W.
The basic computing machine is the system
Y(R,D,V, W, Vo)) CAXYXZ
where
(z,y,2) €e 2(R,D,V,W,Vp) & Vte T, (zt,2t-1,Ys,2t) EW

and 2y € Z, (Zy C Z is an indeterminate set of initial states).

We assume that all sets in the basic computing machine are crisp sets, but their elements
could be represented by fuzzy sets. For example, the set of states V' is defined in the BLP
model as

V=PSx0O)xMxF

where P(S x O) is the set of all subsets of the Cartesian product S x O, M is the set of
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all possible access matricis, and F is the set of all classification/need-to-know vectors.
Then a state v € V' is a triple (b, m, f) where

b € P(S x O) is a fuzzy subset on S x O; b(S;, O;) is the degree to which the
subject S; has an access to the object O;.

m € M is an access matrix. Entries of m could be given as values of linguistic
variables and represented by fuzzy sets.

f € F is a classification/need-to-know vector function that could be given as a
fuzzy function.

In its simplest form the BLP model defines a secure system as a system X' such that each
of its states satisfies the simple security property. In a fuzzy environment, we introduce the
degree o, (security level of z) to which state sequence z satisfies a fuzzy version of the
simple security property. System X' is secure if the security level of any state sequence 2 is
not less than the security level of the initial state 2o. The fuzzy version of the Basic
Security Theorem establishes conditions under which the system is secure. Under these
conditions, a secure system can never reach a state with security level lower than the
security level of the initial state.

Modeling policies is an important problem in computer security. It is especially important
in the Multipolicy Machine paradigm where the researcher faces such issues as policy
combinations, inheritance, order of execution, conflict resolution, etc. Since very often a
policy is a complex and inexact concept, we employ an approach to modeling such
concepts suggested by J.A. Goguen who, in the late 60's, demonstrated that, in a very
precise sense, L-fuzzy sets is the only tool available for this purpose.

Suppose X is a set and L a complete distributive lattice. An L-fuzzy set Aon X isa
function A : X — L. Examples of L-fuzzy sets include usual sets (L = {0, 1}) and fuzzy
sets (L = [0,1]).

Let 2(R,D,V,W,Vy) C X x Y x Z be the basic computing machine. We define a
policy I1as an L-fuzzy set on X. In other words, a policy is defined as a value (taken in L)
on a computation of the basic machine. This definition covers even standard situations in
the framework of the BLP model. Suppose, for instance, that a subset S C X of “secure”
computations is given (defined by means of the simple security property, %-property, or in
any other way). Let L = {0, 1} and consider just a characteristic function IT of S. Then II
is an L-fuzzy set on X representing certain policy. Thus standard security properties can be
viewed as policies on the basic computing machine.

The theory of L-fuzzy sets can be successfully applied to problems in computer security.
Consider, for instance, the problem of combining policies in the framework of Multipolicy
Machine. Suppose I1;,Ils, ..., II, are policies on ¥ and I1 is a “combined policy”. It can
be shown that, under rather weak assumptions, I1 is an order statistic on the set of
individual policies. Particular examples of such order statistics include minimum and
maximum,
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Role Based Access Control
Hal Feinstein

Role Based Access Control (RBAC) is an access control strategy based on a
users role within an organization. It assumes a user's authorized accesses follow the
lines of responsibility and that access rights are derive from delegated authority. By
knowing the specific delegations for each role it is possible to deduce the accesses
that role possesses. Recently, role based access control has emerged along two
different developmental lines; database design and large transaction systems. In the
first, database designers observed that many of their access control problems can be
naturally stated in terms of roles. For some time database designers utilized access
control analogs (ad hoc structures) for role based security without assigning any
formality to the idea. More recently a definition of role based access control has
been introduced by the commercial database ORACLE version 7. Role based access
control is also being proposed for the future SQL 3 standard.

RBAC's second line of development occurs within distributed transaction
systems. Designers are starting to use role based concepts within new large
information systems in the medical and financial communities. The environment in
these systems is rich in role varieties making it suitable for the expressive power of
role inheritances. Much of the awkwardness usually associated with ownership-based
access control schemes such as discretionary access controls is avoided.

Another equally significant use of role based concepts is in the cryptologic
community. Perhaps the most interesting is RBAC's use in certificate based
cryptosystems. Such systems find use over a wide geographical area. A mechanism
is needed however, to authorize users to perform administrative functions anywhere
the system might be in use. For example, some certificate systems have local
authority workstations that act as a local representative of the system's certificate
authority. An authorized user can assume the role of a local authority workstation
by using his certificate which has been encoded to permit this role. Some certificate
systems use the term personalities to describe these special roles; however, the
concept is very similar to RBAC's use of "roles".

A common question is why groups, or the compartments of the Bell LaPadula
model are not sufficient to handle roles. This question can be a bit deceptive
because it seems reasonable to expect the group mechanism, perhaps with certain
simple additions, to be capable of representing anything that role based access
control can. However, from an efficiency standpoint, the complexity of the group
representation becomes very high for all but simple role based cases. This makes
them inefficient and cumbersome. Some researchers explain this inefficiency as a
semantic mismatch between common organizational structures and the group
mechanism.
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Other examples of RBAC can also be advanced; however, for now it is
sufficient to say that RBAC is starting to be seen as a more natural model of access
control activity. This is happening in both the commercial and government sectors,
civilian and military.

There is excitement in some quarters over the possibilities that RBAC offers.
Unfortunately, there is also at this time no clear consensus as to what RBAC is and
the debate continues at this time. There are several major issues and a host of lesser
more detailed ones that must be tackled. Some of these issues are presented in what
follows:

o What is a role? From the organizational standpoint roles can be
modelled in terms of responsibility, authority and privilege. This part
seems clear. Less clear is what the privilege actually means. Many
researchers have assumed that privilege is a set of authorized
transactions paired with each role. But how is a transaction to be
defined? Should the transaction be bound to a specific object, class of
objects, or even a wider data abstraction?

. Access control or correctness? Access control models have avoided
the correctness issue by limiting their scope to the access control
decision. The access control decision simply determines a subjects
access to an object. What can be said when an access control is
framed not as access to an object but as a high level transaction?
Some researchers argue that there is nothing an access control model
should say about a transaction's correctness. Other see advantage in
using high level transactions. Indeed, some researchers suggest that
formal considerations might even be set aside in favor of the
"usefulness” provided by high level transactions.

. How do we represent RBAC? An emerging school uses object
oriented techniques such as generalization, specialization, and class
hierarchies to capture authority, delegation, and organizational chain
of command. This is nicely captured by the theory of types. An open
issue is how far to pursue the other capabilities offered by an object
oriented characterization of RBAC.

° The constraint problem. One cannot go far without considering what
part constraints should play in RBAC. Constraints are used to
eliminate impossible, undesirable, or forbidden roles. For example a
surgeon who is his own patient. This is an example of a static
constraint. Constraints can also be temporal involving time. For
example, enforcing separation of duties to prevent a user from
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assuming dual roles' or a sequence of roles acquired over time that
permit both access to accounting records and the ability to disperse
funds. The open question for researchers is the scope and type of the
constraints to include in a standard definition of RBAC.

These four issues represent some of the ongoing topics for which consensus is
needed. RBAC promises to be a major access control model for new information
systems and much work still needs to be done before a common understanding can
be reached.

Dual or parallel roles are part of another open issue concerning a standard model of
computation for RBAC. Some researchers believe parallel roles are acceptable while others
take the oppose view and limit a user to a single active role. Both approaches have
consequences in terms of their ability to express certain types of valid user behavior.
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Role-Based Access Control Position Paper

Marshall D. Abrams, The MITRE Corporation,
7525 Colshire Drive, McLean, VA 22102

Access control rules govern permitted modes of information sharing among entities. In
general these rules compare the values of security attributes to determine if a proposed
information access is permitted. Security attributes may be associated with initiator or
recipient entities or with the context.

A position or role in an organization may be known to an information technology system.
The system’s access control rules define a set of privileges associated with that role. An
administrative action identifies those users who may take on a role. In [1] we used the
following definition:

A role is a set of allowed actions. A role allows selected users to apply specified
operators to specified objects. A role is typically defined by a set of privileges and a
corresponding group of users that are afforded these privileges.

A simple and safe approach for implementing roles is to restrict a person acting in a role to
executing a well-defined set of role-support procedures needed to carry out the functions of
that role. In some cases, an automated system’s role-related actions may be completely
characterized by such a set. Alternatively, the privileges granted to a role may be defined in
the system’s access control rules. Implicit in this, however, are constraints on which
information objects an application or person can operate upon. Either way, role-related
misuse of the system can be reduced by automated constraints; in the former case, they
determine which users can execute given role-support procedures, and in the latter, they
restrict the granting of privileges. The constraints need to be enforced by a reference
validation mechanism.

A common challenge in designing roles is to ensure separation of duty. Certain actions are
sufficiently vulnerable to abuse that no single user should have authorization to perform
them. In this case, it is necessary to design distinct roles that ensure separation of functions
among two or more individuals acting in these roles while retaining shared responsibility and
accountability. Minimum and maximum elapsed time between the separate actions may be
specified.

Separation of duty can be either static (being built directly into user role definitions) or
dynamic (with access constraints based on the previous access history of the affected entities,
as in [2]). The latter case introduces problems concerning “audit” records of previous
accesses: How long are audit records retained? How are they managed in a distributed
environment?

1. Abrams, M. D., September 1993, “Renewed Understanding Of Access Control Policies .
Proceeding 16th National Computer Security Conference.

2. Brewer, D. F. C. and M. J. Nash, May 1989, “The Chinese Wall Security Policy,”
Proceedings IEEE Computer Society Symposium on Security and Privacy.
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ROLE-BASED ACCESS CONTROL
A Position Statement

Ravi S. Sandhu*

ISSE Department, Mail Stop 4A4
George Mason University, Fairfax, VA 22030
sandhu@gmu. edu

Role-based access control (RBAC) is a good match for the security needs of many organizations.
An individual’s responsibility and authority in an organization derives from his or her job function(s).
RBAC assigns privileges and users to roles. New users introduced to a role automatically acquire all
privileges of that role. Similarly, new privileges assigned to a role are automatically granted to all
members of the role. This is much more convenient and orderly than assigning privileges exclusively
to users. There are corresponding advantages to RBAC when users, or privileges, are removed from
a role.

The usual grouping mechanism of classical discretionary access control (DAC) can be used to
implement roles. I have often been asked, “What is the difference between groups and roles?” The
difference is fundamentally that between policy and mechanism. Roles are a policy component. All
users in a role are presumed to be competent to carry out their job functions. Role-based authoriza-
tion relates a job function to the information required to pursue that job activity. It embodies the
principles of least privilege, need-to-know, need-to-do, competent-to-know and competent-to-do.

There are many dimensions to RBAC. RBAC can be extremely simple, much like the group
mechanisms of typical operating systems in use today. On the other hand it can also be very
complex embodying generalization and specialization hierarchies, such as found in object-oriented
systems.

One question I wish to pose for the panel is, “What can the security community do to facilitate
incorporation of RBAC in products?” The traditional response to this question would be to develop
criteria with respect to which products can be evaluated. While evaluation criteria have their uses
and benefits, I would urge caution in proceeding too far down this route. Criteria tend to simplify
and rank order alternatives. Given the multi-dimensional nature of RBAC I would be reluctant to
settle for a small number of linearly ranked RBAC alternatives, unless there is a strong scientific
basis for a such a ranking.

My own answer to the question I have posed is twofold. Firstly, we need to continue theoretical
analysis of RBAC and its variations. We should try to quantify the comparative expressive power of
different versions of RBAC, and understand which policies are facilitated or hindered in these ver-
sions. Secondly, there should be experimental implementation of RBAC to better understand which
aspects are easy to implement and which are cumbersome and costly. Implementations should, how-
ever, build to a rigorous (perhaps, even formal) model rather than the traditional ad hoc approach
to construction of access control products.

Some other questions, and my personal responses, to them are given below.

1. Is RBAC just another fad? I do not think so, and hope others share my optimism.

2. How does RBAC relate to type-enforcement? I see RBAC as policy and type-enforcement as
one mechanism. Type-enforcemeént can enforce some aspects of RBAC.

3. Is RBAC a panacea? No.

*Ravi Sandhu is an Associate Professor and Associate Chairman of Information and Software Systems Engineering
at George Mason University in Fairfax, VA.

© 1994 Ravi S. Sandhu
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Role-Based Access Control (RBAC)
Position Statement

David Ferraiolo
National Institute of Standards and Technology

Today the best known U.S. computer security standard is the Trusted Computer Systems
Evaluation Criteria (TCSEC). It contains security requirements, exclusively derived,
engineered and rationalized based on DoD security policy. The TCSEC specifies two types of
access controls: Discretionary Access Control (DAC) and Mandatory Access Control (MAC).
DAC requirements have been perceived as being technically correct for commercial and
civilian government security needs, as well as for single-level military systems. MAC is used
for multi-level secure military systems, but its use in other applications is rare. NIST
believes that there exists a third type of access control, referred to as Role-Based Access
Control (RBAC), that can be more appropriate and central to the secure processing needs
within industry and civilian government than that of DAC. Various forms of RBAC have
been described and some are used in commercial systems today, but there is no formal
standards encompassing RBAC. NIST is promoting research and development of a common
approach at modeling and specifying RBAC, and the experimental implementation of
protection mechanisms that can be practically and reliably transferred to existing computer

and communications systems.
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INFERENCE PROBLEM IN SECURE DATABASE SYSTEMS
Panel Moderator:

Bhavani Thuraisingham
The MITRE Corporation

Panelists:

Donald Marks
Department of Defense

Teresa Lunt
SRI International

Thomas Hinke
University of Alabama

Marie Collins
The MITRE Corporation

Larry Kerschberg
George Mason University

1. INTRODUCTION

This is a panel on the inference problem in secure database systems which will focus on the
practical developments over the past few years and provide directions for further work on this
problem. It has brought together the leading researchers on this topic who will give their view
points. In addition, a distinguished member of the database systems community will also serve on
the panel so that the developments can be evaluated objectively.

This panel introductory paper, prepared by the panel moderator, will provide some background
information on the inference problem and introduce the panelists. It is followed by the position
papers by some of the panelists.

2. BACKGROUND ON THE INFERENCE PROBLEM

It is possible for users of any database management system to draw inferences from the information
that they obtain from the databases. The inferred knowledge could depend only on the data
obtained from the database system or it could depend on some prior knowledge possessed by the
user in addition to the data obtained from the database system. The inference process can be
harmful if the inferred knowledge is something that the user is not authorized to acquire. That is, a
user acquiring information which he is not authorized to know has come to be known as the
inference problem in database security.

We are particularly interested in the inference problem which occurs in a multilevel operating
environment. In such an environment, the users are cleared at different security levels and they
access a multilevel database where the data is classified at different security levels. The security
levels may be assigned to the data depending on content, context, aggregation and time. It is
generally assumed that the set of security levels form a partially ordered lattice with Unclassified <
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Confidential < Secret < Top Secret. A multilevel secure database management system
(MLS/DBMS) manages a multilevel database. An effective security policy for a MLS/DBMS
should ensure that users only acquire the information at or below their level. However, providing
a solution to the inference problem, where users issue multiple requests and consequently infer
unauthorized information, is beyond the capability of currently available MLS/DBMSs.

During the past few years, extensive research and development activities have been conducted on
the inference problem. In particular, research has proceeded in many directions. One is to process
security constraints, which are rules that assign security levels to the data, during query, update,
and database design operations so that certain types of inferences could be handled. Another is to
use knowledge-based techniques (such as conceptual graph-based reasoning) to develop inference
controllers which would act as advisors to the systems security officer (SSO). A third is to use
knowledge discovery techniques for extracting information from the database and consequently
prevent certain unauthorized inferences that could occur. The panel will address all three
approaches to handle the inference problem.

3. THE PANELISTS AND THE ORGANIZATION OF THE PANEL

Panel Chair: Bhavani Thuraisingham,
The MITRE Corporation

Bhavani Thuraisingham has conducted research and development activities on
secure database systems in general and on the inference problem in particular.
Her contributions to the inference problem include security constraint processing,
results on the unsolvability of the inference problem, the use of conceptual
structures and knowledge-base management techniques, and a logic for multilevel
data/knowledge base management systems. She is also conducting research on
realtime database systems and massive database management at MITRE.

Panel Member: Donald Marks
Department of Defense

Mr. Donald Marks is exploring the use of novel techniques for handling the
inference problem. In particular, his work is focussing on the use of induction
through knowledge discovery techniques. His is also conducting research on
constraint processing and intrusion detection. He has published several papers on
secure database systems.

Panel Member: Teresa Lunt
SRI International

Teresa Lunt has conducted extensive research on the inference problem at SRI.
Together with her colleagues at SRI, she has developed a tool for inference
detection. She has also lead several landmark programs in computer security
including SeaView multilevel secure database management system. She has
published numerous papers and has chaired conferences in computer security.
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Panel Member: Thomas Hinke
University of Alabama

Thomas Hinke has a distinguished background in secure database systems. He
was one of the principal contributors to a secure DBMS architecture called the
Hinke-Schaefer architecture. He has also conducted research on the inference
problem. In particular, he is exploring the use of knowledge engineering
techniques and conceptual graphs.

Panel Member: Marie Collins
The MITRE Corporation

Marie Collins has been conducting research and development activities on the
inference problem at MITRE. He earlier work was on the use of security constraint
processing. She is now developing a tool for inference detection. She is also .
conducting research on secure transaction processing and has developed
applications for database systems.

Panel Member: Larry Kerschberg
George Mason University

Larry Kerschberg is a distinguished researcher in database systems and knowledge
base systems. He has contributed extensively to intelligent database systems, and
has published numerous papers on this topic. He serves on editorial boards of
journals and has co-edited several books.

While the first four panelists will discuss their approaches to handle the inference problem, Larry
Kerschberg will provide a general discussion of the important issues and his view on how the
research should proceed. The total time allocated for the panel is 90 minutes. The panel chair will
introduce the topic and the panelists. Then each of the panelists will describe their position on the
inference problem and the the tools they have developed. The total time allocated for the panelists
is 50 minutes. The remaining 30 minutes will be a discussion session with the panelists taking
questions from the audience.
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An Inference Paradigm

Donald G. Marks
Office of INFOSEC/Computer Science
Department of Defense
Ft. Meade, Md.

Abstract

This is a study about inference in automated information systems. It attempts to sharpen
the understanding of what inference is, what it is not, how it can be used, and especially how it
can be controlled. First, it is reasoned that a database can only control material implications, as
specified in formal logic systems. Then queries, set theory and predicate calculus are shown to be
equally sufficient tools for discovering such material implications. In particular, one set implies
another if it is a subset of the second. Database queries or predicate calculus specify the properties
of these sets of data and may be easily compared to determine these inferences. It is shown how
this applies to human reasoning processes that abstract a concept from data and then apply some
known rules to deduce another concept. Finally, a graph based model is developed that leads to the
critical element determining an inference threat: can additional restrictions be placed on a dataset
without eliminating some of the elements of the set? If so, the dataset has properties that have not
been specified in the query and such sets may imply knowledge not evident in the query.

1.0 Introduction

Inference control has become a topic of considerable interest in secure database
implementation. It is generally recognized that access to certain types of information
enables the user to infer other information, even some that should not be available to
them. Such inference does not take place magically, rather it is the integration of tech-
niques applicable to databases and those utilized by humans in making abstractions,
both of which are considered in this study. Database terminology is used throughout the
paper, but similar arguments would hold for other data storage schemes.

Morgenstern was one of the first to investigate the inference problem for MLS/
DBMSs [MORGS7]. Since then, several efforts have been reported. One of the major
approaches to handling the inference problem is to design the multilevel database in
such a way that certain security violations are prevented (see for example the work of
Binns [BINN92], Burns [BURN92], Hinke et. al. [HINK92], Garvey et. al. [GARV92],
Smith [SMIT90], and Thuraisingham [THUR90)). That is, the security constraints, which
are rules that assign security levels to the data, are processed during multilevel database
design and subsequently the schemas are assigned appropriate security levels. Other
proposed solutions focus on representing the multilevel database application using con-
ceptual structures developed for knowledge-based system applications and subse-
quently reasoning about the application using deduction techniques (see for example
[HINK92, GARV92, and THUR90)]). Some proposals focus on developing tools which
generate new relational database schemas given the original relational database schemas
and the security constraints (see for example [BINN92]), and some others are proposing
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the use of semantic data models developed for database design to design the multilevel
database as well [BURNSS].

The previous studies tended to be narrow in focus and proposals. That is, they
propose solutions for specific examples of inference threats, or use specific techniques. It
is time for a slightly broader view, both of the inference problem as well as the descrip-
tion of the solution. This study is also limited, of course, it does not address reasoning, or
inference processes, occurring completely outside the database. It addresses the problem
that occurs when a user is able to query the database, and, from the response, infer addi-
tional database information. The proposal is to enable the database to protect itself, not
protect all knowledge possessed by anyone in the world.

As a general rule, inference control is concerned with protecting knowledge, not
data. Knowledge is inferred from a quantity of data, or a set of data associated with
attributes. Standard classification techniques are normally used to restrict the data that is
critical to composing the knowledge. In this study;, it is assumed that the data is stored in
a relational database consisting of a single table. Each row in a table represents a specific
instance of an entity associated with that table and is identified by a unique primary key.
The column labels identify the attributes, or properties, of the entity. In a secure database
context, preventing knowledge from being released requires preventing the release of
both the data and the attributes in a manner where they can be associated into a sensitive
conclusion. The numbers and/or letters in a database are meaningless until they are
associated with an attribute. For example, the word “Washington” could be a person’s
name, a city, a state, or a codeword. Numbers are even less meaningful without knowing
the applicable attribute. The ability to determine the attributes associated with the data,
is the critical point of inference. A set of tuples and their attributes will allow inference if
it is possible to assign new tuples to the given attributes, or new attributes to the given
tuples. Either situation leads to new knowledge. These arguments may be put into a def-
inition as:

Definition of Database Inference: Inference in a database is said to occur if, by
retrieving a set of tuples {T} having attributes {A} from the database, it is possible to
specify a set of tuples {T’}, having attributes {A’}, where {T'} & {T} or{A’}={A}.

The definition may be stated as an inference rule: IF ({T}, {AD THEN ({T’}, {A’D),
which may also be denoted as ({T},{A]) = (T'L{A]).

Suppose, however, that a user has access to information that is not stored in the
database. Then it may be possible to retrieve a set of tuples {T} and the associated
attributes {A} from the database and to reason, using data and attributes outside the
database, to arrive at a set of tuples {T'} and attributes {A’} that are again within the data-
base. That is, it is possible to form a chain of reasoning, ({TL{AD = (T1L{AD) =
{Ta}{AZD, =... = ({T'},{A’) where some of the tuples and/or some of the attributes are
outside the database system. An automated system cannot deal with information not
contained within the system. Therefore, if a chain of reasoning uses either data or
attributes that are outside the database, it cannot be followed by the system. Fortunately,
it is not necessary to actually follow such a chain of reasoning in order to control the
inference threat. If the database system contains the endpoints of the chain (({T},{A}D),
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({T’},{A’D) then there will exist what is referred to in logic systems as a material implication
relating the two sets.

Material implications do not imply any causal relationships as may be present in
a chain of reasoning. Material implications only require that the sets of data and
attributes occur together, regardless of whether one causes the other, both are caused by
a third activity, or they occur by coincidence. lf A causes B, and is instantiated in the
database, then A = B will certainly exist as a material implication. However, not all
material implication rules will also be causality rules. Database systems are not a suit-
able mechanism for proving causality, they are limited to dealing with material implica-
tion rules. Knowledge-based systems may be used to analyse and control these causality
rules ((HINK92],[THUR90]). However, in this case it becomes critical that all the applica-
ble rules be included in the knowledge base. Such approaches are inherently limited,
since it is generally not possible to determine what is known outside the database. The
recognition of this ambiguity and the pervasive mindset of modeling causality rules
seems to be the reason that the inference problem is regarded as unsolvable. Limiting the
analysis to material implications between datasets offers far better control.

If a material implication exists such that ({T}, {AD) = ({T’}, {A’}) where ({T}, {AD is
classified Low and ({T’}, {A’}) is classified High, then the database can offer no assurance
that there does not exist some chain of inference, using outside knowledge, that can con-
nect the two, enabling a “Low” user to infer “High” information. If, however, ({T}, {A})
= => ({T"}, {A’}) within the database, then it can be guaranteed that no chain of inference,
using outside knowledge or not, exists which connects the two sets. That is, the absence
of a material implication between two sets of data is sufficient to guarantee the absence of
any chain of reasoning between these sets of data. It is not necessary for inference control,
however, since material implications may be coincidental, and not related to any reason-
ing process. These arguments may be reduced to:

Limitations on Database Inference: ({T}{A}) = ({T'}{A’}) is an inference rule capable
of being controlled by the database if and only if all the tuples in {T} and {T’} are in the database,
and all the properties in {A} and {A’} are attributes in the database.

Since automated systems are limited to reasoning only with the information avail-
able in the system, they form a closed world. Typically, a closed world is taken to mean
that the database contains only true information, and all the true information. In our
context, the closed world assumption means, not only that the data instances are com-
plete, but also that the domain definitions are exact. The domain for an attribute A; in
relation R is therefore the projection of R onto A;. The domain does not include “allow-
able” values for which there are no tuples. In order to control inference, it is required that
the domain contain all the properties of interest. It need not contain all the properties per-
taining to an entity, but it must contain all those found in the endpoints of any rules that
need to be controlled.

The material implication approach is especially valuable for secure databases
that allow “element level” labeling. In this case, individual data items may be classified
High, and any tuple containing that data item must also be classified High. Element
level labeling is not usually random, rather there is some rule defining when to classify
elements in the database, and an entire set of individuals is classified. The inference con-
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trol mechanism developed in this study will assume that such a rule exists and is com-
mon knowledge. For example, assume the job title “spy” is classified High. Any query
accessing the set of “spies” (even without referring to, or retrieving job title) would be
suspicious, since it must be assumed that the inquirer knows some rule (or some chain of
reasoning) capable of assigning the job “spy” to each member of the set.

2.0 The Model

Rather than deal with all the intricacies of the relational data model, several
assumptions will be made so that the ideas may be illustrated without becoming overly
concerned with distracting details. A relation will be denoted R, and have attributes A,
... A,. The domain of attribute A; will be denoted by D;. A tuple, t=(a;, ay, ...ay), in the
relation has values for n attributes and is called an n-tuple. Each n-tuple is an element of
thesetD; XD, X... XD, .

Assume a relational database that conforms to the following restrictions:

1. A single relation

2. All attributes are directly or transitively functionally dependent upon a single
key consisting of a single attribute.

3. Attribute values are unambiguous

The first assumption is not as restrictive as it appears. Many relational databases
may be mapped into a “universal relation” database (([ULLM89]) which would meet
these requirements. This study has chosen to concentrate on those processes that occur
after transformation into a single relation rather than the mechanics of actually forming
such a relation.

The second assumption implies that every non-key domain partitions the key
domain. That is, each value of a non-key domain defines a set of key values. The sets
thus formed for all the values of this non-key domain are disjoint, and their union covers
the key domain. If a non-key domain includes null (unknown value) then it will form its
own set of key values. If an attribute, A;, is functionally dependant upon another
attribute A, then by transitivity the domain for A; partitions the set of key values
defined for each value in the domain of A;. The sets of key values therefore form a taxon-
omy. For example, consider a relation (name, building, room) in Figure 1. The attribute
“name” is the primary key, and is partitioned by the attribute “building” into values A or
B. Since the attribute “room” is functionally dependant upon “building” the names
assigned to building A may be further partitioned among the rooms in A. Functional
dependency also implies that room 1 in building A is different from room 1 in building
B, so the values for the attribute “room” also partition the set of names.

If there is a series of functional dependencies from attributes {B;} to A, (B;— ... 5B;—A),
the concatenation of attribute values b;®by® ... b;®a must partition the values for attribute B;.

The third assumption (non-ambiguity) arises when there are non-database restric-
tions on the values of attributes. An example might be a small college with two build-
ings, one for humanities classes, and one for science classes. Room 101 for a physics class
is not the same as room 101 for an English class. The database system cannot deal with
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this situation since the string of symbols “room 101” is ambiguous without a designator
for “building”. This requirement can be stated as:

If, for some attribute A, which is not functionally dependant upon any attributes, there
exist strings of symbols sq, s,, such that sy, s, € D(A) and s1=s,, then s and s, refer to the same

property.

building

PN

A B

Al (A2 (B)1 (B)2

Figure 1: taxonomy of partitions for building, room

2.1 Inference from Data Sets

“Inference” must still be defined in such a system. We will start by adapting a
strict set theory interpretation for the analysis and develop equivalent interpretations as
necessary. A relation in a database can be regarded as a set of data where each tuple is an
element of the set. Consider a subset of tuples from the relation that all share common
properties. Under the closed world assumption, these properties are expressible as a set
of database attributes. The select operator from relational algebra is therefore sufficient to
express the conditions defining any subset of complete tuples from the relation. How-
ever, each tuple is itself a set, composed of individual elements also having properties
definable as a set of database attributes. The properties of each partial tuple may be
expressed by the project operator from relational algebra. Each tuple in a query response
therefore satisfies two sets of properties, one set determines the rows, one set determines
the columns.

A query “SELECT * WHERE job=engineer” returns a set of complete tuples, each
tuple having the property “job=engineer”.

A query “SELECT name WHERE job=engineer” returns a set of partial tuples,
each tuple having the properties “job=engineer” and “only name is present”.

The description of database subsets may be formalized by the use of “predicates”
and “predicate calculus”. This will allow the translation of certain important results from
that formal logic into database terminology. The definitions and terminology of predi-
cate calculus may be found in many mathematical logic textbooks, for example
[WOODB88]. Database sets, and later, inference, will be defined using the primitive

notion of a “predicate”. A “predicate” is a mapping of objects into a set. It is a logical
function, operating upon one or more free variables, and evaluating to “true” if the
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objects are in the set, to “false” otherwise. If P and Q are predicates, P(x) is the value
“true” or “false” returned when P is applied to the element x. P will also denote the set of
objects where the predicate P is true, i.e.,

P = {xI1P(x)} the set of all x such that P(x) is true
Q={x1Q(x)} the set of all x such that Q(x) is true

The predicate “engineer(x)”, for example, will evaluate to true whenever the per-
son substituted for x is an engineer. The set of all engineers is then {x| engineer(x)},
where members are related by having the property “engineer”. The predicate father(x,y)
has two free variables, and will be true whenever the person substituted for x is the
father of the person substituted for y, so {(x,y) | father(x,y)} is the set of all such pairs
related by the predicate “father”.

All queries of the database access sets of tuples (through the select and union com-
mands), and then return a subset of that information (through the complement and
project commands) to the user. Predicates may also be used to specify the properties of
the set of data accessed from the database. Queries and predicates may therefore be
regarded as equivalent means of specifying the data properties defining the referenced
database sets and the operations performed on those sets. Predicates are limited to those
equivalent to a query. It is therefore allowable to use either database methods on que-
ries, predicate calculus methods on predicates, or set theory methods on sets of tuples to
arrive at equivalent conclusions. Since inference is defined in predicate calculus, that
definition will be translated into the other systems.

Inference in the predicate calculus system for predicates P and Q, is interpreted
“P implies Q”, (“P(x)=>Q(x)”) or “If P holds for x Then Q holds for x”. Usually, Q(x) is
referred to as the “head” of the rule, while P(x) is referred to as the “body”. This defini-
tion of inference can be translated into set theory by the following theorem.

Theorem: Let P(x) and Q(x) denote predicates and P(x) is instantiated in the data-
base (i.e. there exists at least one tuple x such that P(x) is true), then P(x)=Q(x), iff P < Q.

An informal proof goes as follows: The statement that predicate P holds for x is
equivalent to stating that x is an element of set P. P(x)=Q(x) is therefore equivalent to
(x€ P = x€ Q). Semantically, this means that “if xisin Pthen xisin Q” or P& Q.

In this proof tuples are identified by their primary key in P. The attributes
assigned to these key values may be different in Q. Obviously, if all attributes in P are in
Q and P <Q), then if Q is totally disclosed, P is also totally disclosed. This is not the situa-
tion being considered here and such direct disclosure of P is not considered to be “infer-
ence”. The predicates considered define a set membership of primary keys by listing the
properties that tuples possess in order to belong to the set. Subsequent operations on
retrieved sets are not of significance to inference. Thus inference is interpreted to deal
only with the membership function. A tuple either has the properties specified by the
query (or predicate), or it does not. It cannot be transformed so that it has those proper-
ties.

There is now a way of finding all possible inference channels in a database. Sim-
ply take the primary keys from each possible set of tuples and compare them to the pri-
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mary keys of all other sets of tuples, checking for set inclusion. By refining our concept
of inference, and taking advantage of the database structure, however, this task can be
considerably reduced.

2.2 Human Inference

Now that inference between datasets is defined, it needs to be evaluated to deter-
mine if it applies to processes by which humans make inferences. It is not intended to
present a taxonomy of inference methods, many of which are addressed by the fields of
statistics or psychology. Rather, a general method, applicable to database questions, will
be presented. '

When the subset inclusion definition of inference is examined, it is clear that the
dataset definitions represent the knowledge that enables this mechanism to be used. The
individual tuples in the sets are irrelevant, the fact they can be grouped together is cru-
cial. Whenever tuples can be quantified, there is knowledge, not just data. The term con-
cept will refer to the set of data along with its definition or attributes. Inference rules are
expressed in terms relating these concepts.

The general form for inference is then given schematically in Figure 2. In this dia-
gram, the data tuples are first aggregated into knowledge concepts (S1). Then a rule is
applied, yielding the second knowledge concept (S2). If S2 is specific enough, the data
tuples may be immediately listed. Otherwise, specific examples are necessary to move
from (S2) to the desired data tuples.

Example 1: Suppose that your company gets a new project called “Manhattan”. It
is decided that the project name itself is not classified, but the names of people assigned
to the project are classified. The company database classifies name and project together,
but it is common knowledge (i.e. a known rule) that all nuclear engineers are assigned to
“Manhattan”. This establishes that the set of “nuclear engineer people” is a subset of the
set of “Manhattan project people”, so retrieval of the name of any nuclear engineer then
gives the name of a person assigned to “Manhattan”. In this case, D1 = {(name, job)},
S1={(name, nuclear engineer)}, S2={name, nuclear engineer, Manhattan}, rule = {(name,
nuclear engineer) = (name, nuclear engineer, Manhattan)}, and the classified concept is

S1 rule » 52
Concept Concept
statistical
. cqntrol
aggregation
data tuples data tuples
DI pf
Figure 2.
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Figure 3. Directed paths in the lattice. A=B, X=>Y=Z=C

D2={(name, Manhattan)}. Regardless of the external knowledge of the rule, this type of
potential inference problem may be discovered from the database since the names in
(name, nuclear engineer) are a subset of the names in (name, Manhattan).

Aggregation and statistical control are interesting problems in their own right.
Aggregation control refers to preventing the release of enough data tuples to create
some knowledge (i.e. to define S1). It may be permissible for the database to release
some individual tuples, but not enough to allow the concept S1 to be determined. Statis-
tical control, on the other hand, is the dual of this process. Here, the concept may be
released (i.e. the average value for the tuples), so long as the individual tuples cannot be
compromised. This paper is too limited to develop these topics, so their study will be
deferred until a later time.

2.3 Inference Control

Since inference is defined in terms of subset inclusion, the data sets may be orga-
nized into a graphical structure. Each node will represent a subset of data derivable by a
query. Two nodes are connected with an arrow A — B, if A is a subset of B (Figure 3).
This will occur when one predicate (the parent) has more general requirements than the
other predicate (the child). More tuples will satisfy the more general requirements, so
the parent predicate will be a superset of the child predicate. Therefore, any predicate
implies its parent concept. All remaining subset relations are then also marked with
appropriate arrows. These additional downward pointing arrows can only occur if a
parent is a subset of the child, that is, it has an “only_child” so the parent and child con-
tain identical tuples although their requirements for tuple membership differ.

It is not necessary to actually generate the graph since it is relatively easy to deter-
mine if two nodes are directly “related” via a series of parent-child relationships by
using a partial order for the queries.

Definition: Node Py will be “less than” node P; (P < Py) if Py may be derived by
applying an additional select/project query to Py, regardless of the values in P;.

For example, if P; contains all values of job, while P specifies a specific job, say
engineer, then Py can be derived, via a select, from P;. However, if P; specifies a single
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value for job, Py must also speafy that value (for a select query) or specify that the value
is missing (for a project query), in order to be derivable from Py. An only_child relation-
ship would occur if Py does not specify a specific value for job, but there is only one job.
Then Po = Pl but Po i< Pl'

Certain pathological conditions requiring more extensive analysis can be avoided
if it is assumed that nodes correspond to queries that have at least one specific attribute
value. Such datasets are called simple datasets. It is now possible to state some properties
useful for inference control from the graphical structure. The following theorem follows
directly from our previous definitions of inference as subset inclusion, so no formal
proof is given.

Theorem 1: Assume that Py Py, ..., P, are nodes corresponding to simple datasets
where P; = P;,,, for all i, but Py —< P,. Then there exists at least one link in the path of
inferences between Pg and P, that is from aparent to anonly_child.

Therefore: Inference control for simple sets only requires checking for direct select[project
transformations and control of nodes (aka subsets, predicates or query responses) having an
only_child.

Example 1 above infers classified data for the scheme (name, job, project) because
the concept (name, nuclear engineer, project) has only the single populated subconcept
(i.e. an only child) of (name, nuclear engineer, Manhattan).

In order to derive sufficient conditions to analyse inference, it is necessary to for-
malize the notion that a concept can only be inferred by (1) one of its “children” or (2)
from its parent if it is an only_child.

Theorem 2: If A is a parent of B, where B is an only_child of A, (A<>B), and X is the
closest node such that X=>A, and X#B (i.e. there does not exist a concept Y, Y#B, where
X=Y=>A). Then A is an only_child of X, (X& A).

Theorem 3: If a concept P is retrieved from the database, such that Py totally dis-
closes P; and P; = Py, then either P;<Py or P; is an only ancestor of some P;<Py.

Pf: Pg=>P), iff there is a directed path from Py to Py in the pattern lattice.

If Py<P), subset inclusion defines the path.

If =(Py<Pp),

by theorem 1, at least one of the links on this path must be from a parent node to
an only_child. Assume P;=P; is this link.

Then Pp= ... Pl_1=>P i=~P/= ... P. By theorem 2, P; must be an only_child of P; ;.
Again apply theorem 2, since P1-1 now has an only_child, and it is inferred by P;_,, so P; 4
must be the only_child of P; ;. Repeatedly applying theorem 2 eventually yields the fact
that Py must have only_child Py, and hence is an only ancestor of P;. 0

3.0 Conclusions and Future Work

Theorem 3 gives a way of checking any query response to ensure that no infer-
ence is possible. First, compare the query to the restricted concepts. If tuples in the
restricted concept are derivable from the query by means of a new project/select query,
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there is an inference problem. If not, it is still necessary to check for the situation where
more restrictions can be placed upon the query without reducing the number of mem-
bers (this is the “only_child” situation). All such derived concepts must then be checked
against the restricted concepts to see if they are derivable by means of a project/select
query.

_ The assumptions may be considerably relaxed without loss of correctness. How-
ever, such relaxation would require several “special cases” to be considered in the argu-
ments. Such a detailed development is inappropriate for this forum, but will be available
as a technical note in the near future. The follow-on study has developed a simple and
reasonably efficient method to determine if one query is derivable (via project/select) from
another query and will be explained in a later paper.

Acknowledgments: The author wishes to thank professors Ami Motro and Sushil
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The Inference Problem: A Practical Solution*

Teresa F. Lunt
Computer Science Laboratory
SRI International
Menlo Park, California 94025

1 Introduction

The advent of commercially available trusted database systems introduces the capability to man-
age data at a variety of sensitivities and to enforce security policies that prohibit the unauthorized
disclosure of information to unauthorized or insufficiently authorized individuals. With these prod-
ucts, data are labeled with their degree of sensitivity and protected accordingly. However, these
products cannot protect data that is incorrectly labeled. One difficulty is that highly sensitive data
may be inferred from data labeled lower!. In such cases an inference problem exists. An inferential
link that may allow highly sensitive information to flow to a low user is termed an inference chan-
nel [1, 2]. It is the difficult task of the data designer to label the data so that the labels accurately
reflect the actual sensitivity of the data and adequately protect the information from inference. The
latter aim is extremely difficult for the human data designer to attain. SRI has developed an auto-
mated tool that can identify potential inference channels in a labeled database. DISSECT [3, 4, 5]
(Database Inference System-Security Tool) can be used interactively by a data designer to analyze
candidate database schemas to assist in the detection and elimination of inconsistent labeling that
can constitute inference problems. DISSECT uses schema-level analysis to avoid the costly task of
data-level analysis with every database query.

DISSECT can detect both compositional inference channels and inference channels that involve
type-overlap and near-key relationships. A potential compositional inference channel exists if two
attributes are connected by a pair of paths consisting of composed foreign key relationships, where
the two paths may have different sensitivities. A relationship can be inferred between any pair of
entities that are connected by a sequence of foreign key relationships. If a table contains a foreign
key to a second table, then there is a functional relationship from entities described by the first
table to entities described by the second. A foreign key relationship from the second table to a third
implicitly defines a composed functional relationship from entities described by the first table to
entities described by the third. If there is another sequence of foreign key relationships connecting
the first and third tables, and accessing the two sequences may require different authorizations,
there may be a compositional channel, since the two sequences of foreign key relationships may
describe the same or a too closely related relationship between the first and third entities.

*This research was supported by the United States Air Force, Rome Laboratory, and the Advanced Research
Projects Agency under Contract F30602-91-C-0092.
1We use the terms “high” and “low” informally to refer to data that is more or less sensitive.
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Compositional channels involve relationships that are explicitly defined in the database schema.
The foreign key relationships that compose them are mappings from an attribute? of one relation to
the primary key of another. The schema contains the information required to search for composi-
tional channels, but the security of the database can still be compromised by more indirect methods.
A foreign key relationship requires that the second attribute be a primary key and that every value
of the first attribute be included among the values of the second. Foreign key relationships specify
the join operations that the data designer intends the database user to perform. However, a user
can join any pair of attributes that have values in common. Moreover, neither attribute need be a
primary key. If one is a near key, joining on it can yield information about dependent attributes
nearly as well as the primary key. DISSECT allows the data designer to declare information about
attribute joinability and near keys to enable detection and elimination of the additional inference
channels they allow.

Rather than require that the data designer state explicitly list every pair of attributes that
are joinable, we allow him to associate fypes with attributes. Attributes whose types overlap are
joinable. A type-overlap relationship occurs between two attributes when the two attributes have
been declared to be of the same type and also have some overlap in the allowed sensitivity labels
for data elements of that type. For example, there may be some overlap between attributes home-
phone-number and office-phone-number, if they are both declared to be of type phone-number, and
if elements of each may also match in sensitivity level. Intuitively, a type-overlap relationship is
one which would allow the two attributes to be joined on matching data values and sensitivities. A
potential inference problem exists if there is a pair of different-sensitivity paths between the same
two entities, where the high path consists of a sequence of foreign key links, and the low path consists
of both foreign key and type-overlap links. Intuitively, we are looking for ways a low user could
use both declared foreign key relationships and fortuitous type-overlap relationships to compromise
an explicit high relationship consisting of a sequence of one or more foreign key relationships. To
allow DISSECT to discover inference channels that involve type-overlap relationships, the data
designer must make type declarations for the attributes in the database. Inclusion of type-overlap
relationships in DISSECT’s detection algorithms allows DISSECT to detect inference problems
caused by a user’s ad hoc queries that the data designer might not have considered.

The detection of inference channels that involve type-overlap and near-key relationships require
the data designer to make type declarations for the attributes in the database. The type declarations
need not be complete; where the data designer has not made type declarations, DISSECT assumes
nonoverlapping types. :

In related work [6], Binns considered two attributes to be related if they had the same name.
He created inference paths by concatenating such relationships. A potential problem was detected
as a pair of such paths connecting the same end entities but having different security levels. Some
problems with his approach are that (1) many spurious inference problems will be detected, since
two attributes are not necessarily related or even joinable simply because they have the same name
(his solution to this was to impose the unrealistic requirement that attribute names be unique across
the database), and that (2) many relationships that could contribute to inference paths could go
undetected, since attributes can be meaningfully joined even though they do not share the same
name. Our type-overlap approach achieves the intent of Binns’ approach (namely, of detecting
problems that could not have been anticipated by the data designer), but will detect all and only

2For simplicity, we will discuss here only the case of relations among single attributes and not primary or foreign
keys composed of multiple attributes.

508



those paths formed of meaningful relationships.
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Security-Oriented Database Inference Detection®

Thomas H. Hinke and Harry S. Delugach

Computer Science Department
The University of Alabama in Huntsville
Huntsville, AL 35899

Abstract

This paper defines the database security inference problem and then characterizes it by the nature of
the data used to detect inference vulnerabilities. The paper then describes an inference detection tool
called Merlin and a inference benchmark database generation tool called Genie that have been developed
at the University of Alabama in Hunstville (UAH). The paper concludes with a discussion of the deep
knowledge problem inherent in security oriented database inference detection.

1 Introduction

A security inference vulnerability exists if a person can use accessible data to derive data that exceeds
the person’s access privileges. This becomes a database security inference problem if the data required to
derive the unauthorized data is stored in a database. The primary research objective in security-oriented
database inference is to develop methods to detect whether a database can be used by people to derive
information whose sensitivity exceeds that of the data used to perform the inference.

2 Characterization of Inference Problem

One way to characterize the database security inference problem is by the nature of the data that must be
used to detect a potential inference. We believe that this inference problem can be characterized by three
levels of data:

Schema-level data: Using the data that describes what is in the database,

Catalog-level data: Using data that indicates, for example, that a particular type of part is used on a
particular type of aircraft,

Instance-level data: Using data that indicates, for example, that specific part, serial number 12345876,
was used on a specific aircraft serial number ADF7895.

*This work was supported under Maryland Procurement Office Contract No. MDA904-92-C-5146.
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One approach to schema-level inference detection is called the second path approach. This approach
was developed by Hinke at TRW[Hin88, Hin90]. Second path inference detection has also been addressed
by Binns[Bin92, Bin93] and SRI International[QSK*93] and continues at UAH under the AERIE database
inference project which is addressing not only schema but also catalog and instance level inference detection
[HD92, HDC93, HD93, DH92, DHC93].

An example of second path inference detection, presented at the recently concluded Workshop of
Research Progress in MLS Relational Database Systems is shown in figure 1. The figure represents thé
relationships between various entities within a database system, with classified relationships indicated by
dashed lines labeled HIGH and unclassified relationships indicated by solid lines labeled LOW.

Attends Meeting
Relationship
(HIGH]
Visitor f-—-—-—-~—=--—-=-=—-——-=-==--~- Meeting
Escorted by
Relationship
[LOW]
Works For Escort Holds Meeting
Relationship Relationship
[LOW] [LOW]
Works for
Relationship
[LOW]
Company - =——~———~—==-=—-~-—====-=- Project
Supports Relationship
[HIGH]

Figure 1: Company-Project Inference Using Escort

The classified data to be protected is the association between project and company. While the figure
indicates the potential of making this association through a second path that uses the meeting attendee list,
as noted this list has been classified and thus is not visible to the LOW adversary. However, the classified
association between project and company provided by the LOW association between the escort’s project
and the visitor’s company provides a LOW second path that permits this association to be made. This forms
a second path between company and project.

3 Inference Research at UAH

The AERIE database inference project has developed an inference detection tool called Merlin which
permits second paths to be detected within database schemas. Merlin uses a fast, path detection algorithm
that identifies that a path exists between two attributes but does not have to find such a path to perform this
detection[HD93]. Merlin then uses an algorithm, based on the attribute classification levels provided with
the database schema to categorize the paths into those with varying levels of potential threat. This fast path
detection algorithm is also being coupled to a path enumeration algorithm which will list the paths for those
attribute pairs that have been identified as being connected with a second path.

Current work is underway to extend Merlin into catalog and instance data. This research is initially
looking at data that has a transitive association such as provided by part-whole databases. This data could
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be used to detect that that certain aircraft are based at certain locations using information on the shipment
of parts unique to a particular type of aircraft to this location.

Another area of active research is to extend Merlin to include data relationships that do not have a
functional relationship. Thus if an escort worked for more than one project or a part was used on more
that one aircraft, Metlin could indicate the possible inferences with some indication of inference specificity.
Thus, a part used on two aircraft would provide a higher degree of inference specificity than one used on
all aircraft,

In addition to the development work on Merlin, the AERIE project is also developing a rule-based
inference database generator that can be used to generate the catalog and instance-level data required to
test inference detection tools. To ensure that the data provides a coherent inference picture, the Genie tool
is structured around a microworld simulation in which database data is extracted at various points in the
simulation.

4 Open Issues

The primary open issue in security-oriented database inference research is the fact that inference represents
a deep knowledge problem. A potential adversary can be anticipated to be highly educated and intimately
familiar with the domain of the data to be inferred. Any inference tool that hopes to be useful to protect
against real adversaries will have to be able to possess sufficient depth of knowledge that it can counter its
highly-knowledgeable adversary. This problem is especially acute at the catalog and instance levels of data.

One approach to addressing this problem is to encode huge amounts of data in a breadth-first approach.
The Cyc project has undertaken such an approach, which includes the knowledge contained in a two
volume desk encyclopedia along with all of the common knowledge that is required to understand the
encyclopedia[LG88]. Even this effort was anticipated to involve many years of work. It is our opinion
that even if a 30+ volume encyclopedia were used, this would not be sufficient since valuable inference
information such as the parts used on various aircraft is not included in an encyclopedia.

The AERIE project has proposed an approach called inference directed microanalysis that focuses on the
data within the database from a number of different perspectives, such as conventional database functional
dependencies, part-whole relationships and used-for relationships to name but a few[HD93]. The results
of this analysis are encoded in various facets within microanalyzed knowledge chunks!. Our research
continues to assess the viability of this approach, however it is clear to us that such deep knowledge must
be provided in some form if an inference detection tool is to protect against real adversaries at the catalog
and instance-levels of data.
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Key Escrowing: Today and Tomorrow
Session Sponsor: Miles E. Smid, NIST

A key escrow system as defined in the Escrowed Encryption Standard (FIPS 185) entrusts two
key components, which can be combined to form a unique key, to two escrow agents.

Decryption of lawfully intercepted telecommunications may be achieved through the acquisition
of a key component from each of the escrow agents. This session will describe how the U.S.
Government's key escrow system works today and the improvements envisioned for the future.
The full capability of key escrowing is being implemented in a series of development phases.
The panelists will discuss the procedures necessary to program operational chips, to transport key
components, to store key components, to release key components to authorized law enforcement
agencies, and to perform lawful interception of telecommunications in both current and future
phases.

1. Where We are Today Miles E. Smid NIST

Mr. Smid will describe the current key escrow system along with the key players and their roles.
The basic system components and their relationships will be introduced. Procedural and technical
security features used to protect key components and other sensitive data will be presented. The
problems that were encountered will be discussed..

2. The Target System Jan Manning NSA

Mr. Manning will explain several new features planned for the current system. These features
will provide for an increased operational capability and improved security. The target system
will employ commercial off the shelf products, trusted operating systems, and INFOSEC devices
to secure sensitive information.

3. Procedures for Lawful Interception of Telecommunications Mike Glimore FBI

Supervisory Special Agent Gilmore will outline the procedures for obtaining a court order
authorizing the interception of telecommunications data. He will also discuss the certification
and confirmation sent to the escrow agents indicating that the court order has been granted.
Typical controls on the use of recovered information and requirements for key destruction after
authorized use will also be presented.

4. Future Considerations for Key Escrowing Dr. Dorothy Denning Georgetown University

It is envisioned that key escrowing will evolve over time. Several issues still need to be
resolved. For example, the export of escrowed encryption devices, the establishment of an
international key escrow system, the balance between legal, procedural, and technical safeguards,
and the use of key escrow with software cryptography. Professor Denning will explore possible
solutions to these and other key escrowing issues.
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The Security Association Management Protocol (SAMP) Panel

A security association is an agreement between two or more entities that resolves all of
the options (negotiable parameters) of the security mechanisms that perform security services for
communication. There can be a security association between users, between encryption devices,
between security protocols, between users and a combinations of security mechanisms. The asso-
ciation can be within the same security domain or between different domains. The security associ-
ation manager will negotiate which algorithm, key, security mechanism, etc. will be used.

Currently, there are two major efforts to define the communication protocol for resolving a
security association. The Security Association Management Protocol (SAMP) was started during
the ISDN Security Program (ISP). SAMP is being developed under the ISP project by Motorola.
The second protocol is the IEEE Key Management Protocol whose origin was the Secure Data
Network System (SDNS) Key Management Protocol. The IEEE KMP is currently in draft 5 and
uses the Generic Upper Layer Security (GULS) protocol for the security exchange. While both
protocols are well along neither have been implemented.

This panel will attempt to address some of the questions, design considerations, and
requirements for security associations. After short briefings by each of the panelists an open ques-
tion and answer session involving the audience and panelists will occur.

Mike White (Booz-Allen & Hamilton) will speak on current work within the Secure
Interoperable LAN Standard (SILS) IEEE 802.10C committee and the Key Management Protocol
(KMP). Dave Wheeler (Motorola) will discuss the SAMP developed from the ISP program. Dale
Walters (NIST) will describe current efforts to get the SAMP protocols adopted by the interna-
tional community. Amy Reiss (NSA) will describe current research efforts to influence both of the
protocols. Jim Leppek (Harris) will describe an implementation effort of SAMP and GULS based
on the KMP.
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Other Panelists

Dale Walters

NIST :

Gaithersburg, MD

email: walters@osi.ncsl.nist.gov

David Wheeler
Motorola
email: David_Wheeler-P26179@email.mot.com

Mike White

Booz Allen & Hamilton
Linthicum, MD

email: whitem@asq8.bah.com
phone: (410) 684-6677

Amy Reiss

NSA

Ft. Meade, MD

email: abr@tycho.ncsc.mil
phone: (301) 688-0849

Maj. Terry Hewitt

NSA

Ft. Meade, MD

email: tgh@tycho.ncsc.mil
phone: (301) 688-0849
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James Leppek

Harris Corporation
Melbourne, FL

email: jleppek@harris.com
voice: (407) 984-6476

The Secure Network Architecture Research Environment (SNARE) program is a study
involving the implementation of a secure network/system management capability within the OSI
framework. This capability is being pursued via the IEEE 802.10 and GULS ISO 11586 draft
standards. We are also investigating the current state of ASN.1 and GDMO support for our secu-
rity design.

The development platform consists of the ISODE and OSIMIS environments along with
various other public domain (GNU) tools integrated into a no cost software testbed.

The following issues will also be addressed:
standards accessibility
development platform requirements
draft standards and their interdependency
Access Control and managed object attributes and operations
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Security Association Management Protocol (SAMP) Panel
Panel Statement from Dave Wheeler, Motorola

As we experience continued growth in communications, we are also seeing an increasing demand
for communication services, including security. We are also seeing growth in the applications and
techniques of communications security. Any protocol which hopes to keep pace with this expan-
sion must provide flexibility and expansibility of its services. And any protocol which does not
provide some method for backward compatibility to existing systems, risks isolation from the
already installed base of communications equipment. The SAMP used in the Secure Terminal
Equipment (STE) project addresses the basic requirements of flexibility, expansibility, and back-
ward compatibility. SAMP fulfills the requirement of flexibility by separating the protocol
mechanics required to perform key and security management from the implementation specifics
of key creation schemes, cryptographic algorithms, authentication techniques, and security proto-
cols. This separation also provides expansibility, by allowing any type of exchange to be mod-
elled through the services provided by SAMP. Backward compatibility to legacy systems can be
provided through modelling the algorithms, security protocols, and other attributes of the legacy
system using the SAMP services.

Without providing flexibility and expansibility, any protocol devised today will be obsolete
tomorrow. Without providing some means for backwards compatibility, any new protocol isolates
itself from current systems. If we do not build our protocols for flexibility, extensibility, and back-
wards compatibility, we will fail before we have even begun.
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Panel Summary:

Highlights of the New Security Paradigms ‘94 Workshop
Eric Leighninger

The New Security Paradigms Workshop ‘94 is the third of a series of workshops
which have been devoted to exploring new ways of viewing and thinking about
computer security. New paradigms and models are needed to address resistant
problems in policy formulation and specification, trusted systems integration,
non-military trusted system modeling, and development of secure applications for
open environments. These workshops have brought together computer security
practitioners to discuss issues ranging from multipolicy models to uses of object-
oriented methods to revision of traditional modes of designing and evaluating
trusted systems.

This year’s NCSC panel discussion will highlight the best papers of this year’s
workshop. The topics range from data and information semantics to use of fuzzy
systems concepts for intrusion detection and auditing to security requirements for
health care systems.

Essin and Lincoln address the security requirements of health care information
systems. Electronic Medical Records (EMR) constitute a multipurpose database
which due to temporal and dynamic factors requires application level interfaces
which utilize indirectness of notation and which preserve atomicity, authenticity,
and persistence of data. They present a candidate architecture to address such
requirements.

Dobson argues for a theory of information and associated security perspective
which is value and relevance-based. Information security can be seen to be a value-
adding or value-protecting process in context of the objectives of the organization
using the information.

Lin in his paper illustrates the use of fuzzy systems theory to auditing. By applying
a “computer” version of a theorem of Weierstrass in mathematics the concept of
repeatable patterns in audit data is formalized, and the subsequent concept of deep
signatures as indicators of user behavior examined.

Spalka examines the semantics of security in database systems. The definition of
confidentiality is reformulated to reflect varying degrees of information present
regarding secrets. A generalized, formal semantics of the Simple Security Property
and the * -Property is derived using standard predicated logic.
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Abstract

This paper presents a new formal approach to the defini-
tion of confidentiality in multilevel logic databases. We
regard a multilevel secure database as an extension of
an open database which preserves the database-seman-
tics. We give four definitions of confidentiality which
capture various degrees of information on secrets. Three
of them are relevant in the presence of the Closed World
Assumption. We present their formalisation within
standard predicate logic and their interpretation for
multilevel databases. From this viewpoint, the defini-
tions lead to a formal semantics of the Simple-Security-
Property and the *-property. In particular, we demon-
strate that the traditional interpretation of these proper-
ties represents just a special case of our formalism. The
presented approach is theoretically sound and completely
embodied in standard predicate logic.

1 Introduction

In this section we give an informal definition of an or-
dinary and that of a multilevel logic database, we mo-
tivate our approach and, finally, discuss previous
works and related approaches.

1.1 Overview

A state of the world as seen by a logic database (LDB)
consists of facts, rules and general laws. The LDB
maps a state of the world into a set of data and a set of
integrity constraints. The LDB uses clauses for the
uniform representation of data, constraints and que-
ries. The symbols which can occur in a clause are
stored in the LDB’s signature. A LDB is valid if the
data satisfy the integrity constraints, viz the data allow
the derivation of the constraints.
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In a multilevel state of the world, a set of security
levels is assigned to each piece of information. Ac-
cording to Thuraisingham (1991), information in a
multilevel state of the world is the knowledge of the
truth value of a statement with respect to a particular
security level. A multilevel database (MLDB) consists
of two components: a database and a partially ordered
classification scheme, where a set of security levels is
assigned to each element of the signature, data item
and integrity constraint. The classification in the mul-
tilevel database is assumed to correspond to the clas-
sification in the multilevel world. The handling of in-
tegrity constraints and the relationship of information
at different levels are controversial issues; they are
discussed in the next section.

A security policy regulates the access of processes
to a MLDB. The security policy encountered most of-
ten is Bell and LaPadula’s (BLP) interpretation of the
mandatory access control, which is described in
Landwehr (1981). BLP assigns a maximum security
level to each process (or equivalently, the user on
whose behalf the process executes) which is allowed
to have access to the database. The security policy of
BLP is formulated in terms of explicit primitive read-
and write-operations, but its two most important prop-
erties are usually translated for MLDB in the follow-
ing way:

¢ The Simple-Security-Property requires that a
process is only allowed to select a data item if the
process’ security level is greater than or equal to
the item’s level.

e The *-property requires that a process is only
allowed to modify the database in such a way that
for each data item involved in the modification, ie
insert-, delete- or update-operation, the item'’s
security level is greater than or equal to the
process’ level.

Without going into details, we only note that in order
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to avoid some of its implications, the *-property is of-
ten simplified to allow a modification only for data
items which have the same security level as the acting
process.

The Simple-Security-Property implicitly expresses a
MLDB’s confidentiality requirements. It is understood
that an object must be kept secret from a user if the
object’s security level is greater than or incomparable
with the user’s level.

1.2 Rationale

The use of standard predicate logic for the description
of databases has a number of widely accepted advan-
tages. To us, the two most important ones are the un-
ambiguous semantics and the uniform representation
of data and constraints. The most important semanti-
cal task of an ordinary, open LDB is to watch over the
validity of the data with respect to the constraints.
This is obviously not the only task of a LDB, but if the
constraints are removed from a database, then, in our
opinion, this is no longer a database. It is rather an ar-
bitrary set of data with some sophisticated methods
which can answer queries and modify the contents of
this set.

The original definition of BLP expresses the confi-
dentiality requirements of a multilevel system through
read- and write-operations. This is appropriate in a file-
and record-orientated environment in which the only
(direct or indirect)* way to obtain the contents of a
record or file is by reading it itself. This view assumes
that if only non-confidential information is transmitted
to a user, then the confidential information is kept se-
cret from him.

The situation changes when we move to a logic-
based environment. To read a clause from a set of
clauses means:

1) the clause is a member of the set

i1) the clause is derivable from the set
Since a clause is derivable from itself, the read-
operation should be replaced by the process of deriv-
ing a clause. Now it is possible that a user can gain
knowledge of a clause even if it is not transmitted to
him.

There is a second problem. In the original envi-
ronment, the allowance and prohibition of a read-

Since the discovery of covert-channels we are aware that
there are indirect ways to simulate a read-operation. The
reason for their existence is a discrepancy between a theo-
retical model and its implementation. Thus covert-channels
can be eliminated if this gap is closed.
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operation are complementary actions, and the confi-
dentiality of, eg, a record is based on this fact. It is
kept secret if it cannot be read. For a clause, the prop-
erties of being or not being derivable from a set of
clauses are not the only possible relationships be-
tween a clause and a set of clauses. Therefore the pre-
cise meaning of the statement ‘A clause is secret if it is
not derivable’ is ‘The secrecy of a clause is preserved
in any other case except when it is derivable’. Does:
this match our intuition? We argue that it does not
and that in a definition of confidentiality, it is neces-
sary to name explicitly the relationship that must hold
between a clause and a set of clauses.

Let us at last assume that such a definition of confi-
dentiality is given. From the viewpoint of logic, the
only difference between any set of clauses and a set
forming a database state is that the former’s contents
may be arbitrary, while the latter’s must satisfy some
(static) integrity constraints. Thus, to affect a clause’s
derivability or confidentiality, or in the broadest
sense, its relationship to the data of a state, it may no
longer suffice to modify just these data. From now on
we must take also the integrity constraints into con-
sideration, eg whether they allow a particular modifi-
cation of the data, or can they themselves be modified.
We are in no case allowed to ignore the integrity con-
straints — they form an integral part of a database.

We can summarise the situation in logic databases
as follows:

o The notion of reading a record is substituted by
the notion of deriving a formula.

¢ Non-derivability of a clause is the weakest defini-
tion of confidentiality out of the possible ones.

e The derivability or confidentiality of a clause de-
pends on the data of a state. The contents of a
state are in turn fixed up to a degree of freedom
which is deterinined by the integrity constraints.

In this light we think it incorrect to speak of a funda-
mental conflict between confidentiality and integrity. It
is possible that the degree of freedom is insufficient to
keep a particular secret, but can we simply assume
that a secret can always be kept? As in real life itself, if
there are some known boundary conditions which
uniquely identify a thing, then it is useless to try to
keep it secret.

The main objective of this paper is to give an inter-
pretation of the BLP appropriate to multilevel logic da-
tabases.

1.3 Related work

The relevant works most often concentrate either on a



formal definition of confidentiality or a practical con-
struction of multilevel relational databases.

According to Gougen/Meseguer (1984), a confi-
dentiality requirement expresses that ‘under certain
conditions, certain individuals should not have access
to certain information’ . Its formalisation as non-
interference is specifically intended to model trusted
processes, but the authors also introduce a simple
model of a multilevel-secure database in proof-
theoretical view which has neither integrity con-
straints nor updates, and in which the Closed World
Assumption’ (CWA) is not made. In this context, they
interpret non-interference as non-derivability.

Morgenstern (1987) notes that in order to keep a
piece of information in a deductive database secret, it
may not be sufficient to make it directly inaccessible.
The author speaks of deductive databases in an in-
formal manner and uses them mainly to accentuate
some new problems which arise during the transition
from relational databases.

Cuppens/Yazdanian (1991) extend a relational da-
tabase with horn-clauses. Similar to Morgenstern
(1987), the authors consider the inference problem.
Rather than present a solution, they emphasise that
logic is a suitable framework for the study of security
problems in databases.

The first basic attempt of a formal treatment of con-
fidentiality is presented in Thuraisingham (1991). The
author’s main idea is to formalise the multilevel secu-
rity properties in NTML, a non-monotonic logic. Al-
though this approach points to the right direction,
NTML has been shown to be not sound.

The work of Bonatti/Kraus/Subrahmanian (1992)
deals with the confidentiality of formulae in deductive
databases. The authors interpret confidentiality as
non-derivability. The formalism and results are based
on a mixture of standard predicate and an extended
modal logic. The database-model is very simple; it
lacks the CWA, integrity constraints and update op-
erations. Moreover, rather unrealistic assumptions on
a user's own knowledge are made. Finally, no motiva-
tion is provided for the choices made in this approach,
eg the unit of protection, the range of answers and the
preference or necessity of modal logic in comparison
to standard predicate logic.

Berson/Lunt (1987a) and Berson/Lunt (1987b) in-
vestigate the possibility of the application of the MAC-
model to deductive databases. They point out many

Gougen/Meseguer (1984):75.
cf Reiter (1978).
of Garvey et al (1992):160.
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new problems and suggest an approach to tackle
them, but, due to the initial nature of these works, no
solutions are offered.

Meadows/Jajodia (1987), Burns (1990) and
Wiseman (1990) are examples of early approaches
which consider a multilevel relational database in
which primary key and foreign key constraints are the
only classes of integrity constraints. Burns (1990) and
Wiseman (1991) note that there is a fundamental con-
flict between secrecy and integrity, since each of them
can only be enforced at the expense of the other.

Lunt/Millen (1989), Garvey/Lunt (1990) and
Garvey/Lunt (1991) choose an approach which con-
siders deductive databases as a special case of object-
oriented databases. Although their motivation has its
origins in deductive databases, the presentation is
based on the terminology of object-oriented data-
bases. Hence it is difficult to regard this approach as a
contribution to a predicate-logic based theory of se-
cure databases.

The handling of polyinstantiation has also received
a lot of attention, eg in Jajodia/Sandhu (1990), Lunt
(1990), Sandhu/Jajodia/Lunt (1990) and Lunt (1991).
Many of the proposed solutions are of a syntactical
character, thus each solution solves one problem
while opening the way for another.

Denning et al (1988), Jajodia/Sandhu (1990) -and
Jajodia/Sandhu (1991) are three of the first papers
which recognise that not every tuple in a multileve] re-
lational database (ML-RDB) corresponds to a true fact
in the real world. To exclude the unwanted tuples
from a security level, they introduce the notion of a fil-
ter function. However, their definition does not pre-
vent the database from violating integrity.

In the approach of Smith/Winslett (1992), a tuple is
only believable to a user if both have the same secu-
rity level. Since the authors speak of believability in an
informal manner while trying to enforce a common set
of integrity constraints for all security levels, they of-
fer only a partial solution to the problems.

The most recent paper on ML-RDB is Qian (1994).
The author considers a ML-RDB with a tuplelevel
classification and notes that integrity should be en-
forced at every security level only on those tuples
which are believable at each particular level. She uses
filtering functions to compute the non-conflicting in-
formation of two tuples. The value of such a function
is defined through a table which, however, does not
take the semantics of its parameters into account.
Lastly, the author believes® that ML-RDB with gen-

§  Qian (1994):213, line 15.



eral integrity constraints unavoidably introduce a ran-
dom choice, ie a random semantics — a standpoint
which in our opinion is definitely wrong.

2 Basic definitions

Following Gallaire/Minker/Nicholas (1984) and
Cremers/Griefahn/Hinze (1993), we consider data-
bases from the viewpoint of predicate logic. Thus the
discussion and the results are also valid for relational
databases in proof-theoretical representation.' Some
advantages and disadvantages from the security per-
spective of this approach are discussed eg in Michael
et al (1992) and Stickel et al (1993).

2.1 Predicate logic

Definition 1 A signature X is a pair Z=(FS,PS).
The set FS contains ranked function symbols and PS
ranked predicate symbols. Both sets, FS and PS, are
non-empty, finite and disjunct.
Definition 2 The set of terms over the signature X,
TEZ, is the smallest set with the following properties:
each variable is a term; each constant, ie a function
symbol of rank 0, is a term; let f be a function symbol
of rank % and ¢,,...,t, terms, then f(4,,...,;) is a term.
A term is ground if it does not contain any variable.
Definition 3 Let r be a predicate symbol of rank %
and f,...,t, terms, then r(t;,...,%) is an atomic for-
mula, or simply an atom. An atom is ground if it com-
prises only ground terms. Let a be an atomic formula,
then « is also a positive literal and —a a negative lit-
eral. We denote the set of atomic formulae over I by
AF” and the set of literals over £ by LIT>.
Definition 4 A clause is a formula of the form
ayVv..va,, < B A...AB,, in which all variables are as-
sumed to be universally quantified. Each «; in the
head of the clause is an atom and each f; in its body a
literal. A clause is ground if it comprises only ground
atoms. A clause is normal if m=1, it is a query if
m=0. A normal clause is called a rule if #>1, it is
called a fact if n=0. A clause is range-restricted if
each of its variables occurs also in a positive literal in
its body. We denote the set of all range-restricted
clauses over I by CLZ and its subset of normal clauses
by NCL%.®

We assume in this paper that all formulae are
range-restricted clauses.

cf Reiter (1984).
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Definition 5 Let X c CL be a set of clauses, then
Th{X)cCL denotes all clauses which can be
(logically) derived from X (for a clause ¢, p e Th(X) is
also denoted as X-¢). The set of all literals in Th(X)
is denoted by F(X), ie F(X)=Th(X )iy

2.2 Logic databases

Definition6 A DDB-scheme DB is DB=(Z,C),
where I =(FS,PS) is a signature and Cc CL* a set
of static integrity constraints; the present state of DB
is denoted as db =1, where I = NCLZ. The closure of
I under the Closed World Assumption is denoted as
I,ie F(T)=F(I)u{—:alaeAF\F(I), aground}. A

state db =1 is always consistent, viz C ¢ Yh(f ) holds.

The following definition is only indirectly referred
to in this paper. We include it to round up our frame-
work.

Definition 7 Let x(C) denote the set of all consis-
tent data sets with regard to C, ie
2(0)={r eNcLic c Th(T)}

and let db=1I be the present state of DB. From a de-
clarative viewpoint, a transaction 7is a set X ¢ NCL.
From an operational viewpoint, a transaction 7 =(J,1)
alters the set I into X cNCL. 7= (5,1) is completely
characterised through two components: the set of
facts deleted from I, §, and the set of facts newly in-
cluded into X, 1, ie §ni=@ and F(I)\§=F(X)\1. If
X e 7(C), then 7 is accepted and db=X is the new
state of DB. ®
Moreover, we assume that the only way to commu-

nicate with a DDB is through an interface with the fol-
lowing properties:

e DDB'’s response to the command LIST is a com-

plete listing of X, C and 1.
e DDB’s response to a query is:

= Syntax error if the query is not a valid query
in the language over Z.

» Otherwise, a possibly empty set of ground sub-
stitutions which define a subset of F (I- )

¢ DDB’s response to a transaction 7is:

= Syntax error if 7 contains a clause which is
not in NCL%.

* Accepted if 7 e T(C).



* Rejected if 7 e T(C).
e DDB's response to any other input is Unrecog-
nised command.

2.3 Databases with users and rights

The database presented above is an open one because
it cannot tell one user from another - it answers any
query and follows any valid transaction in the same
manner. A database must be able to recognise the us-
ers if it is expected to treat them differently. There-
fore we add to our database a set P of all users or per-
sons who have access to it. We also introduce for each
user p € P the following rights:

* RS, gCLE" determines the clauses a person

may see as an element of I or C.
. RDP c RS ) determines the clauses a person is al-

lowed to delete.

z . .
e RI,cCL” determines the clauses a person is

allowed to insert.
Now we have arrived at a database which recognises
different users and is able to behave in accordance
with the stated rights. We call it a database with
rights.

2.4 Personal database profiles

Let DB be a database with the scheme DB =(Z,C)

and the state db=1. The application of RS, the right
to see, to DB provides for each user p his profile DB,
with the scheme DB, = (E,,C,) and the state
db,=1,.

One of the requirements to the profile is that it sat-
isfies the confidentiality requirements for the user p.
But there is more than this. Our starting point has
been an open database. Then we have added users
and rights to it. If a user possesses all rights, then his
profil2 is identical to the whole database. Otherwise,
his profile is different from it. Should the database
semantics of the whole database or of a profile be al-
lowed to vary depending on the actual settings of the
rights? We maintain that the desirable answer is in
both cases ‘No’. We would like to look on a profile as
an independent open database which respects the va-

For the moment it suffices to know that the sets of sym-
bols of Z, , the signature of p, are subsets of the respective
sets of Z. The motivation for the removal of a symbol from
Z, is given later.
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lidity of the whole database. Thus we must determine
the relationships between the original database and a
profile, and between profiles.

First of all we must require that DB should always
be valid and that validity of a state db=1 depends

only on the constraints C, ie C < Th(f )
Secondly, a state db, =1, of the profile DB, should

also be always valid, and since DB, should behave as if
it were an autonomous database, its validity must not
depend on anything else but the constraints of

DB, = (Z,,,Cl,). Thus we require that C, ¢ Th(fp).

Thirdly, a user’s transaction can never violate C,,
but since DB is the ultimate authority on integrity, it
must not happen that a transaction violates C, ie

C,cThI,) and CeTh(I). Formally this can be

translated into the requirement
C, @ TH{I,)vC = TH(I)
or equivalently
C, c TH{I, )~ C = TH(I)
This decision is also supported by the following
points.

e The user p has been granted access to his profile
on condition that he is trusted to have it. To us it
seems judicious to provide him with an explana-
tion for the acceptance as well as for a rejection of
his actions.

» We have considerable doubt whether it makes
sense at all to talk of a database from p’s point of
view when the part seen by him exhibits random
behaviour. We could then omit C, completely
from his profile, since he would never know if a
decision made by C, is not overruled by some in-
visible authority.

s The formalism the database is based on would be
of no use for the determination of the risks of dis-
closure. At present the user’s autonomous profile
gives him no opportunity of finding out any prop-
erties of C. In the other case, the database would
not have the slightest idea of the information
which p already has deduced and will deduce
from its behaviour.

Finally, we require that the validity of two profiles is
independent from each other. This means that a valid
transaction executed by one user may not invalidate
the profile of another user. The formal interpretation
depends on the relationship between the data of two
profiles. They are obviously independent if they do
not share any data. We later investigate the case when
one is a subset of the other, which is usually consid-



ered to hold in multilevel databases.

All these considerations show that it no longer
makes sense to ask if a database with rights is valid
when we have the definition of validity of an open da-
tabase in mind. We therefore give a new definition of
the validity of a database with rights DB. We still say
that DB is valid, if the state db=1 is valid. But we say
that DB is locally valid for a p € P if DB, is valid, or
simply that DB is locally valid if it holds for all profiles,
and we say that DB is globally valid if db=1 is valid
and DB is locally valid, ie all profiles are also valid.

In this light the notion of global validity of a data-
base with rights seems to be the matching counter-
part to the notion of validity of an open database.

3 Formal semantics of confidentiality

In this section we present a summary of the results of
Spalka (1994). An object of protection in a logic data-
base is either a symbol of the signature, an atomic
formula, ie a fact, or a clause, ie a rule. However,
atomic formulae play here a central role.

3.1 Confidentiality of symbols

Symbols of the signature cannot be directly manipu-
lated. A symbol is only a part of a clause. To keep a
symbol secret from a user can thus only mean that:
o This symbol does not appear in any clause of the
user’s data or constraints.
¢ The database responds with ‘I don’t understand’,
viz Syntax error, to a query or transaction of
the user if it comprises this symbol.
Both points are immediately linked to the signature of
the user-profile. They can be satisfied when the secret
symbol is removed from it. One should however keep
in mind that the removal of just one symbol from the
signature can reduce the language by a considerable
number of clauses.

3.2 Confidentiality of facts

Let a be a fact, I a set of clauses and « is derivable
froml,ie e Th(I ) Let us also assume that & should
be kept secret from the user p with regard to 1. As
long as p does not mention ¢, its secrecy is preserved.
But what should the database answer when the user
asks
Does a e Th(I) hold?
There are (at least) five possibilities:
i) Yes.
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1) Maybe.
i11) No.

tv) Idon't know.

v) Idon’t understand.
The first answer tells the whole truth and obviously
does not preserve secrecy. But which of the remain-
ing four possibilities preserve secrecy? The second
answer is not a lie, but it is also not the whole truth.
The database admits that it knows the truth but it is
not going to tell it. The ‘No’-answer is a blunt lie. In
the fourth case, the database admits to understand the
question, but it pretends not to know the answer. Fi-
nally, in the last case, the database pretends not even
to understand the question.

In general, each answer except ‘Yes’ is suitable to
keep the secret. However, depending on the circum-
stances, an answer can be too weak in a particular
situation. We see that there is no unequivocal defini-
tion of secrecy. Some things can be more secret than
other.

Each of the five answers gives the user a different
amount of information on the secret. With respect to
the above-given five points, it is:

t) positive definite

1) indefinite

ti) negative definite

iv) indeterminate

v) no information

on the secret. Since the amount of information is
gradually decreasing with each point, we can say that
each answer represents a degree of confidentiality.
We take the view that the decision on the real secrecy
of a secret or on the amount of information about a
secret which a user may acquire must be made by an
application. Thus it is necessary to assign a degree of
confidentiality to a confidentiality requirement. But
first we translate the informal answers into formal ex-
pressions in the context of a logic database:

GO: ae Th_(i)

Gl ava'va’v...e Th(f)
G2: aeTh(l)

G3: aeTh(l)and ~a e H(I)

G4: a¢ AF

A confidentiality requirement for an atomic formula
is now a statement of the form ‘a should be kept se-
cret from p at the degree G’ where G is one of G1 to
G4.

G1 is the only degree of which we can say that it
does not allow the database to lie to conceal a secret.
It only provides him with a weaker information than it



is capable of, but this information is still true. If we
contemplate the possible consequences of a lie from a
practical and ethical point of view, then it seems pref-
erable to give imprecise rather than false information.
This preference is also underlined by the effort
needed to enforce G2, which may require the mainte-
nance of a consistent set of lies.

Finally, we note that the traditional definition of
confidentiality as non-derivability is equivalent to the
Gl-degree in our formalism.

3.3 Confidentiality of rules

In principle, it would be possible to define the confi-
dentiality of a clause in the same way as for an atomic
formula. We believe that this is inappropriate. In our
opinion, a reason for keeping a rule confidential is that
it is used to derive confidential data. To give an exam-
ple, let s(X )e—- 7(X) be a confidential rule and r(a) a

fact. Then s(a) should also be kept secret.

We thus say that the requirement to keep a rule
confidential, means that:
i) This rule is not among the stored data or integ-
rity constraints.
ii) The data which can be derived by this rule
should also be kept secret.
Since a fact is a rule with an empty body, this defini-
tion is a proper extension of the definition of confiden-
tiality of a fact.

4 Confidentiality in multilevel databases

This section discusses the adaptation of BLP based on
the MAC-model to multilevel logic databases.

4.1 The MAC-model

The MAC-model can be defined as
M,c= (O,S,SG,L)

O is a set of objects, ie units of protection. The set S
contains subjects which represent users that work
with the objects. SG is a partially ordered set the
elements of which are interpreted as security levels.
L:Su0-— SG is a function which places a security
mark on every subject and object. The value of L(o),

0€0, is interpreted as the object’s degree of confi-
dentiality, and the value of L(s), s € S, as the subject’s

degree of trustworthiness.

Some authors define SG as a lattice.
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The MAC-model is assumed to satisfy two proper-
ties. The Simple-Security-Property states for a file-
orientated environment that L(s)> L(o) is necessary

and sufficient in order that s may read o, and it is un-
derstood that any object which s may not read must be
kept secret from him. The *-property states that
L(0)2 L(s) is necessary and sufficient in order that s

may create or write o.
Now we give an interpretation of the MAC-model
for logic databases.
The objects of O are identified with
o symbols of the signature
e facts
e clauses
The subjects of S are identified with the users in P
and the database commands. SG and L are adopted as
new components of DB. The interpretation of the two
properties depends on the object. Before we go into
details, let us take a look at the original intention of
both properties.

4.1.1 The Simple-Security-Property

The function L enables us to relate an object and a
subject. The Simple-Security-Property uses this rela-
tionship to express two points. Firstly, the property it-
self is the following implicit, generic confidentiality
requirement: an object o should be kept secret from a
subject s, if L(s)ZL(o) does not hold. Secondly, this

property shows us how to satisfy this confidentiality
requirement in a file-orientated environment: if o
should be kept secret from s, then s should not be
given read-access to o.

In its original definition, both points are merged
into one statement. This is appropriate for a file-
orientated environment, but for a logic database we
must consider both points separately.

4.1.2 The *-property

A subject can actively or passively acquire knowledge
either by executing read-operations or by waiting until
other subjects execute write-operations which are ad-
dressed to him. The Simple-Security-Property is con-
cerned with the first case. The *-property worries
about other subjects’ write-operations. Is this really
something we need to worry about in a model?

The *-property limits a user’s ability to perform
modifications of a system. It prevents him from modi-
fying an object the security level of which is lower
than his own. This restriction is hard to understand



when we keep in mind that a user is only assigned a
specific security level if he is trusted to behave prop-
erly. Since the *-property does not state anything
about a user’s trustworthiness, we must try to give a
different interpretation to it.

If this property is concerned about a situation in
which a user may be misled to use an untrustworthy
command which pretends to be trustworthy, then it
can be safely abandoned if the implementation of the
commands can be trusted. In this case the *-property
does not belong to the model, but is rather an imple-
mentation requirement. If, on the other hand, its in-
tention is that a system itself may not write-down any
information not approved of by the Simple-Security-
Property while it is processing a read-operation, then
it is evidently not concerned about the possibility that
the system will deliberately and intentionally violate
the Simple-Security-Property. In our opinion, explicit
modifications which violate the *-property should be
admissible on account of their implied trustworthi-
ness.

To us the *-property has only one meaningful in-
terpretation: if two subjects, who may be users or
commands, are able to communicate with each other,
then a communication must be conducted in such a
way that neither party will be provided with any im-
plicit knowledge on information which should be kept
secret from it and which is visible to the other party. If
both subjects are users, then we can do nothing but to
rely on their trustworthiness. If on the other hand a
user is communicating with a database, then we must
establish instructions for its behaviour. Yet in both
cases we are forced to define the kind of implicit
knowledge which may not be written down.

We advocate to choose an interpretation for the *-
property which agrees to the assumptions about a
subject’s trustworthiness expressed by the function L.
In particular, we do not regard the *-property as a re-
striction on explicit modifications, but only as a re-
quirement to confine specific kinds of implicit infor-
mation transfers.

In this light, in a theoretical model the *-property is
subsumed by our interpretation of the Simple-
Security-Property, since the kind or degree of infor-
mation which a subject is allowed to have on a secret
can be expressed within a confidentiality requirement
in our formalism.

4.2 Confidential symbols

When symbols of the signature are objects of protec-
tion, the situation resembles very much that in a file-
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orientated environment.

Let @ and b be two symbols and ph and pl two users
such  that  L(ph)>L(pl), L(pl)=L(a) and
L(ph)=L(b). The signature of ph comprises both a
and b, while according to section 3.1, b is not an ele-
ment of pl’s signature.

Thus for the users pk and pl, the Simple-Security-
Property induces an inclusion-relation on their signa-
tures.

4.3 Confidential facts

Let ph and pl be two users with their database profiles
DBy, and DBy, so that L(ph)> L(pl). Let moreover «

be a fact from the data of the state db,, =I,, and
L(ph)=L(e). The Simple-Security-Property tells us
that « should be kept secret from pl with regard to
DBy, In section 3.2 we have shown that this require-

ment must be qualified with a degree of confidential-
ity, which can be G1, G2, G3 or G4.

43.1 G1

This weakest confidentiality-degree allows pl to have
indefinite information on . Let us consider the follow-
ing example. Let

= (FS ={a},PS= {q,r,s})

C={q(X)vr(X) <—s(X)}
be a LDB-scheme visible to the user pl. Let moreover
F (I ph)z {r(a),s(a)}, and r(a) should be kept secret

from pl at Gl-degree. p! must not be able to derive
r(a). Thus we reduce pl's set of positive data to

F(I N)= {s(a)}. Now the trouble is that I, does not

satisfy C, and we owe the user an explanation. We
suggest to tell him that his profile is weakly consis-
tent, that is:
¢ the integrity constraints in C are always satisfied
bythedatain db=1
e his data may seem to violate C due to some se-
crets
Now the user is able to identify the violated con-
straint, and through a simple substitution he can find
out that g(a)vr(a)e Th(I) holds, viz either g(a) or is
r(a) true. Maybe 7(a) is true, or maybe not. ®
We see that the interpretation of G1 in a LDB in-
volves some interactions and new conventions. The
general enforcement of G1 is based on the following
method. Firstly, reduce the data in a user’s profile so



that he can not derive the secret fact from it. Sec-
ondly, observe how the reduction affects the user’s in-
tegrity constraints. If all constraints are satisfied, then
the user cannot use them to derive any further infor-
mation. If a constraint is violated, then all we can do is
hope that it is an indefinite clause, viz it will only tell
the user that a disjunction of some facts is true. How-
ever, if this constraint is a definite clause, then G1
cannot be enforced - in our opinion, in this case it
simply does not make sense to require that this fact
should be kept secret at G1-degree.

Since Gl-requirements only reduce the data of a
profile but do not introduce any data, the data of a pro-
file are always a subset of the global database’s data.
For our users ph and pl, the Simple-Security-Property
induces an inclusion-relation on their positive data, ie
facts:

Th{l )= T{T )
Does the same relationship also hold for their sets of
integrity constraints? The answer is a definite ‘No’.
The properties of Tk as a hull-operator, the validity of
a profile and the subset relation on the sets of data
yield only the following inclusions:

C, cH(I,)

CpcThl,,)

CpcTH(I,,)
The relationship C, cC,, or more general
’Ih(Cp,)g Th(Cph ), does not follow from the above in-

clusions. In our opinion, to state it as a requirement
would only limit the database’s expressiveness.

We believe that integrity constraints must only sat-
isfy the semantics-preserving properties of a personal
database proﬁle.* Here the independence of the pro-
files of pl and ph has two consequences. Firstly, the
construction of C and C,, must ensure that pl’s valid
transactions do not invalidate ph’'s profile. Secondly,
the transactions of ph are guaranteed to respect the
validity of pl’s profile if they only affect data of his own
level. However, based on ph's trustworthiness, he can
be allowed to execute any transaction which leads
even to a weakly consistent profile of ! as long as no
secret fact at G1-degree is disclosed.

4.3.2 G2

Let a be a fact which should be kept secret from the
user pl at G2-degree. The database is required to en-

cf section 2.4.
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sure that:

i) aeTh(l,)

#) CycTh(l,)
The difference between G1 and G2 is that G1 allows a
profile to become weakly consistent, whereas G2 does
not. This is necessary in order to avoid the derivation
of any information which cannot be derived from L, ie
the database must always answer with a convincing
‘No’. Let us consider a variant of the example of the
previous section.

= (FS ={a},PS={g, r,s})

Cc ={q(X)vr(X)<—s(X)}

F(I)= {r(a),s(a)}
We require that 7(a) should be kept secret from I at
G2-degree. Now we are not allowed to set
F(I p,)= {s(a)} since this gives pl indefinite informa-
tion on the secret.

We see that there are two reasons for weak consis-

tency:
o the secret 7(a) is not derivable from I,

e g(a), which is not secret, is not present F(I).

Consequently there are two ways to make pl’s profile
consistent:

e Show pl the secret, viz insert 7(a) into I,

¢ Insert something else into I, which makes it con-

sistent, ie insert g(a).

This example shows that g(a) represents from the da-
tabase’s viewpoint a plausible lie for 7(a), ie it may
serve as a cover storyJr for a secret fact. We say that
g(a) is an alias for 7(a). In general, each fact from the

violated constraint’s head except the secret is a plau-
sible lie.} However, if this constraint is a definite
clause, then it offers no aliases for the secret. In this
case the constraint uniquely identifies the secret, and
confidentiality at G2-degree cannot be enforced.

Since the alias is a member of F (I j,,,) but not of

F(I), F(Ip,) is no longer a subset of F(I). For our
users ph and pl, the Simple-Security-Property does not

cf Garvey/Lunt (1991).

Briiggemann (1993) aptly points out that a good cover
story is also expected to play down the covered secret as far
as possible. Thus it would be advisable to measure the qual-
ity of a cover story with respect to a secret. Although we do
not do it in this paper, our database can use some special
predicates to express it, eg as an order on the possible
plausible lies.



\ \
Recognisable :
aliases

Not recognisable
aliases

imply an inclusion of the sets of integrity constraints
for the same reasons as for G1. Moreover, it can be no
longer interpreted even as an inclusion on the sets of
their data because G2-requirements may lead to a de-
liberate inclusion of false information into a user’s
profile. G2 provides a higher degree of confidentiality
than G1, but aliases do not come without problems.

The next example motivates the interpretation of
the Simple-Security-Property for G2-degree. Let us as-
sume that the fact o must be kept secret from pl and
that G2-secrecy can only be enforced if the alias § is
inserted for «r in pl’s data. pl cannot recognise f§as an
alias (it is placed in the light grey zone in the diagram
above). Let us assume that ¢ is not secret to the user
ph (it is located in his white zone). Now ph sees two
different facts, which represent two different names
for the same fact. How can pk recognise which of
them is the true one, and which is an alias? If ph is
considered trustworthy to see the truth, he must not
be confused by false aliases.

We see that an alias inserted for a user at a low
level can disturb the profile of a user at a higher level.
Thus we must provide for the possibility to move an
alias from the light grey into the dark grey zone, viz
out of the profile’s data.

For a user p, the set of facts a which satisfy the
condition L(p)2L(a) can be partitioned into three
subsets:

i) true facts
1) aliases which are not recognisable as such at p’s
security level L(p)

#ii) recognisable aliases at L(p)

Thus for G2-degree the Simple-Security-Property in-
duces between two users with adjacent security levels
an inclusion-relation on the true facts and on the ali-
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—
Confidentiality
Trustworthiness

True clauses

ases which are not recognisable at both levels. For
users with any two comparable security levels, the in-
clusion-relation holds only on the true facts.

4.3.3 G3

A confidentiality requirement at G3-degree can be ex-
pressed in standard predicate logic. However, it is
trivially not satisfiable in databases in which the
Closed World Assumption is made. It tells us that for
each atom ¢, either « or its negation -« is derivable.
This obviously contradicts the formal G3-requirement.

434 G4

G4 is the strongest degree of confidentiality. It re-
quires a database to give a user no information on a
secret. According to section 3.2, this means that o is
not a valid fact in the user profile’s language, ie

a e AF™*
The only way to achieve it is to remove at least one
symbol from the user’s signature which he would
need to construct the confidential fact. We see that
confidentiality of facts at G4-degree can be reduced to
confidentiality of symbols.

4.4 Confidential rules

The definition of confidentiality of a rule reduced to
the rule itself requires that the rule should be neither
an element of the data nor of the integrity constraints.
Here further investigation is necessary in order to find
out when and how this can be done without violating
the database semantics.



5 Conclusion

In this paper we have presented a new approach to the
definition of confidentiality in multilevel logic data-
bases. An open deductive database has served as our
starting point. With the introduction of users and
rights we have defined the notion of global consis-
tency and that of a personal database profile.

We have shown that secrecy has no unique mean-
ing. We have given four possible definitions of se-
crecy, G1 to G4, which have been motivated by real-
life situations. They correspond to the information
which is contained in the informal answers ‘Maybe’,
‘No’, ‘Don’t know’ and ‘Don’t understand’, that is, they
capture the various degrees of implicit information
which a user may obtain on a secret. All definitions
have been formalised within standard predicate logic.
Three of them, G1 for indefinite, G2 for negative, and
G4 for no information on secrets, are relevant in the
presence of the Closed World Assumption. From the
viewpoint of multilevel security, G1 to G4 provide a
formal semantics of the Simple-Security-Property and
the *-property. In particular we have demonstrated
that the traditional interpretation of these properties
represents just a special case of our formalism. The
presented approach is theoretically sound and com-
pletely embodied in standard predicate logic.
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- Abstract

An Electronic Medical Record (EMR) must simultaneously provide a secure,
permanent archive for an individual's medical records and also function as a multi-
purpose database that supports the complex, varied activities of patient care. Meeting
these objectives requires unusual flexibility in how data are retrieved and processed.
Semantic and referential integrity must preserved both over time and as chunks of
information are exchanged with other systems. To do this, the structure of an EMR
system must support sufficient indirection in notation and access to information so that
atomicity, authenticity and persistence of individual entries are preserved. These
requirements imply a client/server approach in which generalized indirect access
methods are extended into areas of application development that previously used low-
level and/or proprietary access techniques, and in which relationships between data
entries are determined dynamically based on actual events, rather than statically
through application design. A modular information architecture is proposed that
integrates these requirements for structure, cc- *ant, and processing. Such increased
linking requires that new forms of system se-urity be incorporated into an EMR at a
structural level, with an emphasis on the labeling of elements to be secured behind a

security barrier, with audit trails to document necessary overrides and monitor for

suspicious use.
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1 - Introduction

To effectively reform healthcare, a paradigm shift will be required in healthcare
computing. To meet new requirements, we will need new data management systems
that are not merely a superficial rearrangement of existing hospital information

systems.. Despite some computerization, the traditional paper-based medical record

continues to serve all aspects of clinical care. It represents a kind of primitive
blackboard system that passively organizes each patient's care and facilitates the
solving of medical problems. In this sense, it both documents and communicates.
Problems and their solutions are formulated on the chart, and various care providers

- consult it in order to coordinate the process. Thus some steps are procedural and some
are cognitive. The paper chart also has some notoriously awkward characteristics. It is
available in only one place when it is often needed in saveral simultaneously. It is
fragmented, particularly with respect to imaging data, and is insufficiently indexed,

with no single ordering satisfactory for all purposes. It is also often illegible.

Creating an electronic medical records system (EMRS) that can satisfy this same wide
range of uses as the paper chart presents both a specific and a generic challenge to
computing science. The task is to turn this classic paper source into one that will relieve
the evident shortcomings without introducing new complications -- such as unwanted
access -- all the while retaining the many advantages of the paper format. It is
comfortably structured as a collection of documents, is able to encompass the
variability and complexity of medical phenomena and health care practice, can be
perused with minimal procedural navigation, it is portable to all venues, and it

constitutes a single permanent legal document, appropriately signed by those

responsible. This is a tall order, but we believe it to be possible using today's
technology, given some decisions about certain policy parameters, plus some directed

research and development.
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To the present, attempts to create an EMR have fallen short. The most important reason
for failure has been the assumption that clinical activities can be redirected into
machine oriented formats and that the various rigidities introduced for the convenience
of the computer will not interfere with clinical work. This assumption ignores the
heuristic value of the approaches to information management embodied in the paper
record. They are not arbitrary, but have been refined over time to deal with difficult
issues. Thus, as advocated by Donald Norman in his book for a general audience:
"Things That Make Us Smart: Defending human attributes in the age of the machine"
[Nor93], success of an EMRS will depend upon supporting the flow of clinical work as
it is most effectively accomplished by numerous participants, through a careful choice

of data structures and of the underlying architecture.
2 - Requirements

The behavior an EMRS should exhibit is complex: 1) It must provide a rich method of
representing information so that content, meaning and context are not obscured,
insuring that the raw data is not prematurely replaced by interpretation or conjecture.
2) It must be "open” so that a wide range of information management appliances
(applications), each with its own set of functional requirements, can use the
information as a resource. 3) It must inform users about the nature of the information
that it contains. 4) It must be able to selectively retrieve information, either for human
viewers or to serve as knowledge sources for automated process- control and decision-
support systems. 5) Since different groups of users each have their own agenda and
preferences, there must be great flexibility in rendering the information for
presentation. 6) It must store the data in ways that meet permanence regulations. 7) It

must structurally address the issues of privacy, confidentiality and security.

The challenge to information scientists is to devise an information architecture that will
address these requirements. The first step is to isolate basic properties that can be

combined to create systems that exhibit the desired behavior (Table 1).
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Table 1
Properties of Database Systems Designed to Store and
Process Medical Records
Atomicity Semantic Integrity Flexibility
Authenticity Security Processability
Persistence Performance Interoperability

Atomicity

Each entry placed into EMRS should be self-contained, i.e., atomic. It must contain
sufficient information to remain informative if removed from its host environment, and
its authenticity must be preserved. Each entry must be registered using a time-base that
is sufficiently fine-grained to allow an accurate chronology of events to be constructed.
This is especially important when many participants are adding items concurrently in

response to a single external event. In a certain sense an entry is an object.
Authenticity

All entries must be unalterable [Pro92] and permanently archived. Each entry must be
preserved, as it was entered, in order to meet medico-legal standards. Each document
must be sealed with some type of encrypted checksum so that it can be verified that no

changes have occurred since the document was committed to storage.

Updates are not permitted once documents have been committed. Corrections must be
appended as new documents. Ordinary retrieval processes will only display those
entries which, taken together, constitute the "official" correct record. Audit trails must
be included, so that, with appropriate permission, the entire record can become visible,

including those entries that have been superseded.
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Persistence

The period during which legal unalterability must be ensured is over 20 years in the
case of records that document care to infants but may be shorter in the case of adults.
With the current interest in a "lifetime medical record,” individual documents may

have to be maintained for over a century.

Database technologies that require that the data be periodically copied and/or
reformatted as part of system maintenance and database restructuring would violate
the unalterability requirement. However, as long as the original is never altered,
working copies could be made freely since they could always be verified for accuracy

against the original. This suggests the use of robust write-once media for the originals.

This requirement also implies that the data stores are external to and independent of
any particular processing environment. Data stored internally to a specific application
or platform cannot be accessed directly by others and even complicates modifying the

original applications as their requirements evolve.
Flexibility of Information Representation and Retrieval

The document structure must freely accept descriptive material of arbitrary length and

it must be possible to qualify or annotate any or all quantitative items in the document.

Entries must accommodate fuzzy information such as approximate dates and times,
information for which only qualitative definitions exist and statements of opinion.
Retrieval functions must produce useful results even if Information is missing.
Information may appear to be missing if, for security reasons, is unreachable in the

absence of special access authorization.

The data contained within the persistent data store should be structured so that any
conceivable query can be expressed as a first-order expression against such a database.
The semantics of the data and the database must be explicitly recorded as part of the

database and must be easily discoverable.
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This is necessary because, although the typical database can be queried for a list of
relation names, there is no way to determine their semantic nature or relationship
[Kri91, Lit91], because traditional data management techniques hide the semantics of
the database from the users. Today non-technical users are unable to query most
databases because much of the knowledge of the meaning of individual attributes or
relationships is implicitly embedded within the logic of the retrieval programs.
Furthermore, there is no way to determine how many relations exist within the
database that might contain information relevant to a particular inquiry. When role or
relationship information is confounded by being present in the names of both relations
and attributes, semantic heterogeneity increases. In order to avoid obscuring the
semantics of the data, one has to consider the database as a whole [Lit91]. These authors
assert that the first order normal form (10NF) in which the database consists of a single
relation and contains specific slots (i.e. attributes) that hold the information, would
have been represented as by relation and attribute names if the database were in some
traditional normal form, e.g. 3NF. They further state that any conceivable query can be
expressed as a first-order expression against such a database. We take the matter even
further, and assert that this concept can be applied to non-normal form databases (in
which each entry is arbitrarily complex), provided that there is a mechanism to apply
the first-order expressions to the output of intentionally defined functions that can be

applied to the data.

Both developers and users need adequate tools to help them explore the semantics of
the database and to determine what terms have been used before, and in what context.
As the volume of stored data grows, discovering the semantics of past and present
data models becomes an increasingly difficult task. But a lack of this capability leads to
Keyword Drift [Ess87], a phenomenon whereby the semantics of an application wander
over time. Users who do not have good information about what terms are currently
active continually invent new keywords and new rules for categorizing and indexing

the same information that they have coded before. As old data become unrecognizable
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through this process, they become fossilized and unusable -- effectively non-existent for

ordinary purposes.
Semantic Integrity

Medical documents make frequent reference to data that are coded and/or maintained
by ancillary systems. In a "properly normalized" relational database, a medical
document would store only the appropriate foreign keys needed to join with the
relations containing the explanatory detail. However, many coding schemes change
from year to year and often retain the same code numbers even though the underlying
definitions have been altered. It is not always possible to insure that the necessary
systems (or versions of systems) will be on-line to satisfy a relational query at the time a
document needs to be viewed or copied to an outside agency. Therefore, all
information that is necessary to insure the semantic integrity of a document must be
copied and stored in the document itself at the time it is committed to storage. The
intent is to copy just enough information to preserve integrity (readability and context)

of the individual entry.
Interoperability

Documents transferred (or accessed) between sites, or used at the same site at different
times, must be interoperable (processable at the recipient site and informationally
equivalent). It must be possible to access the information content of documents,
independent of the nature of the host system or in the absence of any sophisticated data

manager (i.e. humans can read them with a low-level disk editor if all else fails).
Processability

Each document must also include meta-information that describes its semantic content
and organization. This information must be computable and accessible through queries.
Existing documents may be candidates for inclusion in queries or new transactions on

the basis of an arbitrarily large number of rule-based criteria. Similarly, the result sets
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produced by arbitrarily complex transactions must be accessible through query
languages and application programming interfaces (API) so that they can be used as

input to other queries and processes.
Performance

The speed with which database operations can be accomplished is always an important
non-functional requirement. Slow responses commonly violate the cognitive tempo. In
addition, there are many medical situations in which rapid access to information is

critical.
Security

In order for the healthcare process to be most effective, the medical record must contain
accurate and complete information that reveals the details of people's lives and their
medical histories, what was done for them and why and who was involved. In order to
elicit the maximum detail, each participant must feel confident that the information will
not fall into the wrong hands and be used against them. For this reason, just as there
are legal requirements for record retention, there are legal and ethical requirements that
the records be kept secure and confidential so that each individuals privacy is

preserved.
3 - An Approach to Information Representation

None of the requirements or properties discussed above addresses the structure of the
atomic unit of data storage. It is clear that in order to treat this disparate but highly
inter-related data as a single resource it must be unified into a single structure that
contains not only the data but a variety of semantic information (meta-data) to guide its
subsequent retrieval and use. We theorize that the atomic unit of storage should be an
encapsulated complex object with specific structural properties which we will now
describe. We hypothesize that objects, so constructed, have the properties necessary to

enable this unification. We call these objects Loosely Structured Documents [Ess93].
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The term "loosely structured" refers to the fact that there may be wide variations in
content and modest variations in struEture within individual documents without

obscuring their similarity to other documents of the same type.

The accumulated details that can be found in a collection of medical records exhibit
complexity that is unbounded. The information may come in hundreds ! of formats and
the content differs widely depending on the domain from which these data originated.
Viewed from a somewhat greater distance, the paper medical record is a collection of
separate loosely structured documents [Ess93, Lin93]. Some data is highly quantitative,
often organized in a tabular format. Some information is semi- quantitative data and is
commonly collected using questionnaires and check lists. Records of interviews are
almost entirely narrative. The most common records, those documenting ambulatory
care encounters and admission to a hospital combine quantitative, semi-quantitative
and narrative components into documents that have a loosely structured quality.
Headers are in reality labels (or tags) that identify the content of different sections (such
as Heart, Lungs, Impression, etc.). Some entries include logical links to physiological
monitoring data and/or image data that are stored in other places. Within each type of
form, flowsheet or document, some well established convention is used to structure the
information. A variety of these forms are kept handy to that the users can easily switch
between variants that organize the information differently or that impose more or less

structure as each case dictates.

Structured documents have become a familiar convention. TEX and WordPerfect use
internal markup to denote formatting and style regions 2. CLOS (the Common Lisp
Object System) and various frame-based knowledge representations define slots within
objects. Boxer, a computational medium for elementary school students, creates
structure with nested boxes [Sol93]. The Standardized Generalized Markup Language

[Gol90] derives its openness and flexibility from the use of meta-level descriptors of

1 A sales brochure for [Row85] advertised "800 useful nursing forms"

2 Tex and other markup languages also include conventions for representing arrays and tabular
data structures as streams of text with embedded tags to denote the position of each datum within the
array.
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document structure. Each of these markup conventions is intended to introduce a

structure into data in order to enhance its ability to be processed computationally.

The internal structure of each document type found in the medical chart has many of
the characteristics of the machine processable structures mentioned above, i.e. the
structure usually is (or can be) indicated by topic headings inserted into the text. Tags
such as CC: (chief complaint), and PMH: (past medical history) are immediately
familiar to all practitioners and isolate specific regions of content. In effect, these tags
constitute a markup language that emphasizes medical content. Missing tags imply the
absence of significant material (in the opinion of the original observer). Other tagged
sectior:s may be optionally or conditionally inserted into specific documents in much
the same way that a paper record may contain an annotation in the margin. More
importantly, with appropriate tagging, highly structured tabular data can be

represented using the same conventions.

[Day87] discusses documents as an example of complex objects and identifies a number
of requirements for managing data objects with a complex internal structure. Complex
objects are "highly structured objects that are composed of other objects.” For example:
"a document may be composed of sections ... and the sections themselves may be
composed of section headings, paragraphs of text, and figures." In this sense, medical
charts, and their component entries, are clearly complex data objects. "In many
applications these complex objects are the units for storage, retrieval, update, [and]
integrity control.... The most fundamental requirement of a complex object is that the
user be allowed to manipulate it as a whole." Attempting to store medical records in
conventional (e.g. relational) databases results in each object being reduced to a number
of tuples scattered among a variety of tables. Because "there is no way to specify to the
DBMS [database management system] that all of these linked tuples form a single
complex object" operations on complex objects require complex sequences of relational

commands.
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Since objects can be arbitrarily complex 3, the potential number of relationships
between objects is potentially large [Day87]. Therefore, Dayal suggests that databases
provide a general facility for specifying relationships between complex objects and/or
their components in terms of functions defined over sets of complex objects instead of
being limited to a small number of distinguished relationships with fixed semantics as

is common in relational databases.

Objects, whether simple or complex, may have attributes that are not recorded directly
within them but which must be derived indirectly from other data. This implies that
data models in general should be extended to include the capability to return
information by inrerence (but, in certain instances, also to block it). In other words, the
results of database queries may include data that is not ever stored in the database but
is derived dynamically from indirect sources or that is computed by arbitrary
procedures. Scientific and medical databases have a corollary requirement - the ability
to view complex objects at different levels of abstraction. This capability canbe
obtained by defining views over the output of retrieval functions alone or in
combination with values derived from extensionally defined functions that are stored

within the database.

[Day87] notes that "in some cases, it is too expensive to compute every intensionally-
defined function on demand (i.e. at query execution time). It may be cheaper to
precompute and cache its values instead. For querying purposes ... the function may be
treated as being an extensionally-defined function. However, updates to the function's
arguments may cause the cached values to become obsolete, requiring propagation of

the update.”

3 Dayal's term for unbounded complexity.
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4 - The Proposed Architecture
Structure

The above requirements emphasize the need to treat the persistent data store as a
discrete entity, separate from any application. In order to translate those requirements
into an implementation a convention for structuring the documents must be adopted
that can 1) accommodate variations in complexity, 2) allow application and knowledge
evolution, 3) provide interoperability and open, self-describing semantics and 4) allow
a wide variety of domain specific applications share, and be applied to, the same data.
One candidate for a structuring convention is HyTime - the Hypermedia/Time-based
structuring language ¢ [New91]. It is built on the Standard Generalized Markup
Language (SGML) 56 and introduces two abstractions that together provide a notation
for defining a generalized hierarchy of occurrence types and a means of recording
them. Using SGML, the internal structure of documents are specified by Document
Type Definitions (DTD) - formal, computable statements that describe how documents
will be structured and what mandatory and optional components will be present. The
first level of abstraction is the DTD itself. The syntax of DTD's is expressed as a nested
set of elements. Each element has its own generic identifier, an optional set of attributes
and attribute data types, and a BNF-like production stating what sort of data can be
placed inside each element or level of the element hierarchy [New91]. The second level
of abstraction is provided by HyTime's architectural forms. Architectural forms are
element meta-declarations that define the elements that can appear in DTD's or meta-
DTD's.

Architectural forms define the class hierarchy of documents that can be entered into the
data store and thus, in this case, distinguish a system as a medical system. At the

4 ISO/IEC DIS 10744 (Internation..] Organization for Standardization / International
Electrotechnical Commission Draft International Standard 10744) '

.5 (ISO/IEC International Standards 8879-1986) [Gol90]
6 At least one MEDIX (IEEE P1157) prototype, built on the CMU-IBM Andrew Toolkit, has

suggested the possibility of incorporating the SGML into a multi-media medical document application
[McL90].
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architectural form level, developers can specify the structure of the various components

'what,

" n

of a document, i.e. "who, where," etc. These elements can then be assembled
as necessary to create the DTD's that will actually control what information is collected
and how it is rendered (displayed). An architectural form specification defines the
minimum information that must appear, any anticipated but optional information that
may appear, and how any additional notations should be "marked up” so that they can
be located and classified. It must specify what rules in the knowledge envelope of the
system can be used to validate input and which rules define the syntax that can be used
to enter and flag nonconforming data and annotations. A given architectural form may
be used by zero, one, or many DTD's. Forms that are implemented by zero DTD's

function as abstract types from which subclasses can be derived.
Application Independent Resources

It is not sufficient for the semantics of documents to be open. For a given domain, e.g.
the EMRS, all applications accessing these documents must apply consistent logic
during processing in order to maintain semantic integrity. This requires an explicit
mechanism for creating data transformation and retrieval functions. This must be done
at the domain level so that all applications in the domain can share them. There are a
growing number of systems that do this. Hypercard and a variety of other Macintosh
applications can share XCMD's. Dynamic Link Libraries in Windows, NT, and OS/2,
are language independent and can be shared any application capable of calling them.
Stored procedures in SQL databases and iKeniote Procedure Calls in various UNIX
systems address the same need for application independent, system-wide resources.
All applications using such resources achieve consistent behavior and, as a

consequence, consistent semantics.

Under this model, application development would have two components. 1) The
persistent data store - the document types ard their semantics and the layer of function
resources must share an evolutionary development path. 2) User-interfaces — query

languages, API's and wrappers (temporary encapsulations of process-related data in
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non-document form) may be application-specific. The relationship between these

components is represented diagrammatically in Figure 1.
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Application Independent Database Structure

The requirement for interoperability anticipates that future systems will rely heavily on
distributed processing. Workstations will perform computationally intensive tasks that
are departmentally or functionally specific in nature. Logically, this implies that
portions of the database will be accessed frequently by some applications and rarely (or
never) by others. Security, confidentiality and network efficiency will each be
promoted by logically partitioning the database and distributing certain portions to the
site of most frequent use. Federations of application specific systems will replace the
monolithic information systems of today. If the requirements for atomicity and

processability are met, it will be possible to aggregate the data when necessary.

Meeting the atomicity and persistence requirements separates the traditional problem
of database concurrency control into two parts. Since no updates to existing entries are
allowed, all users are free to add new records at will. Entries that are intended to
correct other entries may produce user views that only display the most current

information.

The atomicity requirement also supports fault-tolerant, high-performance designs.
Since existing records are never physically updated or deleted, the process of
replicating the data to remote locations can be approached in a more leisurely fashion.
It will be possible to queue transactions requiring replication, establish priorities, and
even temporarily suspend the process if there is a physical disturbance on a portion of
the network. Parallel processing [Car89] and blackboard systems [Ehg88] are almost
accident byproducts. Resilient medical systems have high availability requirements.
Many are expected to be "up" continuously. This requirement is incompatible with the
current generation of DBMS and operating systems that require periodic "down-time"
for maintenance and the installation of new software versions. Externalizing the
persistent data store offers a wide range of new opportunities to design methods that
can provide continuous access to the data when various applications, or system

components, are taken off-line for testing, modification or repair.
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Creating an Open Environment for Application Development

The layered architecture allows application development to proceed asynchronously
and in parallel on many fronts overcoming a traditional bottleneck. To allow this
parallel activity without elaborate coordination, applications will use the DTD's and
other explicit representations of database semantics as the control mechanisms. Because
properly constructed DTD's are computable, this approach should detect and eliminate
designs or actions that would violate system integrity. Semantic checks can occur both
in compilation, for the static elements, and during execution for the dynamic
constructs. Once such tools are in place, it will be possible to engage end-users into the
application development process without a loss of control. This scenario is .ompatible
with both the desire for better engineered software, a more productive less error-prone
development methodology, and the changes that are occurring in the way

organizations and work are managed [Tap93].
5 - Security Issues.

Constructing security for an information architecture such as the one described here is a
multidimensional problem. The appropriate security level for individual pieces of
information is not stable over time and is frequently context dependent. As Ware has
emphasized 7, that security technology will always fall short, and that the greatest risk
is unauthorized use by authorized users. Confidentiality and privacy must be
considered to be at ongoing risk even when data systems themselves are othcrwise
secure. Complicating matters further, the very techniques that one hopes to use to
improve patient care, namely aggregating data and by drawing inferences from it in
order to gain diagnostic and therapeutic insights, are considered threats in other

settings.

The architecture is modular and layered rather than monolithic (Figure 1). This

provides the basis for systems in which the components are mutually distrustful

7 Ware, W: personal communication.
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[Nrc91]. Separating applications from data makes it possible to model work processes
and construct data flows that clearly define boundaries of trust, for example, no one
ordering supplies to restock the warehouse should ever be connected to any data
source containing patient specific information. Each layer has specific security related

tasks to perform.

The security behavior of the data layer must be adaptive, internally controlled and self-
protective. It must decide whether or not to release information and it must control the
permanent filing of new entries..It should also generate audit trails of database access
(whether it stores then or not). The decision to release or accept information may be
total or partial and it may be independent or mediated via trusted interactions with
other system components. Loosely Structure Documents provide a mechanism to
encapsulate security related information within them that can drive this activity. The
approach is to tag those areas of content that have special security implications, such as
the identities of the author and patient, the circumstances of document creation and any
areas of the content that have a higher or lower level that the document as a whole. The
default behavior of the persistent data store would be to only release information to the
creator of the information, the individual to whom the information referred, or to
properly cleared system administrators - unless there were additional restrictions

encapsulated within a particular document that blocked this process.

The meta-data layer contains the information that defines the formatting and content
architecture of the documents stored in the data layer. This layer also contains
application specific wrappers. Wrappers are temporary encapsulations of process-
related data in non-document form. This is an ideal place to assemble the information
needed to drive access-control in a production environment as well as to maintain
working copies of work in process and the knowledge bases needed to support
production applications. In part, access can be controlled by creating application
specific wrappers that only maintain working copies of a limited amount of data.

Applications that only have access to these abstracts, but not the data layer, cannot
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violate it. The volume of information will be too great and the number of users too
large to create specific authorization matrices. Most access control to the data layer will
have to be handled on the basis of role information. Some roles can be defined
statically, others are defined by prior events. In this model, role information would be
supplied to an access controller by a wrapper (Figure 1). This wrapper might (among

other things) construct association tables based on:

1) role assigning events
Dr. Smith is credentialed as a member of the active staff for 2 years and has
privileges in general surgery.
Dr. Garcia is credentialed as a member of the active staff for 2 years and has
privileges in pulmonary medicine.
Nurse Adams has an valid license is hired by the facility.
2) administrative events
Nurse Adams is assigned to the Surgical Floor.
Mrs. Jones is admitted to the Surgical Floor by Dr. Smith
Mr. Jackson is admitted to the Medical Floor by Dr. Garcia
Dr. Smith requests a pulmonary consultation

The access control function would infer that:

Dr. Smith and Dr. Garcia can read all records and create entries relating to Mrs.
Smith.

Nurse Adams can read and create entries relating to the current admission of
Mrs. Smith as well as her history for the past year.

Mr. Jackson has a cardiac arrest. Dr. Smith and Nurse Adams respond to the
emergency. They assert that it is an emergency and have full access to the
records for the duration of the event. They both have subsequent read-
access to any entries that they made during the event.

If the facility was informed that Dr. Cohen, also on the staff, had joined Dr.

Smith in practice, Dr. Cohen would have access to Mrs. Jones' records.
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After Mrs. Jones is discharged Nurse Adams and Dr. Garcia no longer have

access to Mrs. Jones' records.

The relationship between any access controller and the data-layer is clearly a trusted

one.

Another wrapper might keep a working copy of the last week's vital signs and lab
results on hospitalized patients for rapid retrieval and manipulation and an index of
the data available on those patients that could be retrieved from the data layer. The
difficult trade off is to decide how much information to disclose - too little and patient

care be compromised, too much and the potential for an inferential attack is increased.

At the function layer and the application layer, the implementation of security will
depend on the approach taken to creating the access controllers. While existing
techniques may be applicable there are some challenging clinical requirements at the
application layer to consider. One such challenge is presented by the need for virtual
sessions. In a fast-paced chaotic environment like a trauma center, a physician may
need to start work on several patients simultaneously and have the ability to continue
the work on any patient from any available workstation. This calls for some type of
virtual session manager that keeps all database connections alive, saves the state of all
visual displays and can restore the operational state of the program on any terminal

when requested by the initiator of the event or by another authorized individual.

Access control has different meanings depending on context and time. As described in
the scenario above, in an emergency context a wider range of individuals are allowed
access. The value of some data is time limited. For example, the number ounces of
liquid that Mrs. Jones consumed on her first day in the hospital day typically has a low
security during the hospital stay and the level decreases steadily after discharge.
Although the data must be retained for a legally prescribed length of time, the
likelihood that this data will ever be retrieved is extremely low.
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Several other security questions must be addressed that have little to do with the
information architecture presented here but remain as open issues in the healthcare
domain. The first relates to authorized copying of data. Various groups and the federal
government would like to have access to various portions of the medical record to
support a variety of research and planning activities. Should copies of this information
be released or should these organizations be required to use it under secure conditions?
If copies are released how should they be tracked? Can the systems controlling the data
layer automatically apply transformations to the data as it is released to prevent the use
of aggregation techniques to reestablish the identify of individuals? Is it possible to
produce specially encrypted copies with built-in expiration dates on the decryption
keys? Can data be released in an active form so that it can detect if it has been removed
from a controlled environment and "self destruct". Can data be released while
maintaining control over the retrieval functions by allowing users a remote sites to

“borrow"” functions via remote procedure calls.
6 - Conclusion

The model presented in this paper suggests an approach to the development of medical
records databases that focuses on creating tools: 1) to establish and maintain a
persistent store of data that is external to all applications, 2) to allow those involved in
medical events to accurately and efficiently document what has occurred, 3) to allow
individuals and processes access to the accumulated information, and 4) to address at a

structural level the need to insure that the database is permanent and secure.

Some of the requirements described here raise fundamental research issues that will
need further study. Others, especially the reliance on raw text searching (even if
assisted by content delimiting tags) and the assumption that security and open access
are not contradictory are frequently perceived to present overwhelming obstacles.
Many of these apparent obstacles are being overcome in the research lab, some have
already been implemented and others are in search of new paradigms in system

security.
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1. Introduction

Information is one of the most dangerous substances known to humankind. Its use, or misuse,
can bring down governments, destroy organisations, and cause untold personal misery. No
wonder it needs to be handled safely and securely.

But this does not mean that the only protection must be afforded by access control
Information is of value, both positive, as when it is used as an organisational resource to help an
organisation achieve its goals, and negative, as when 3. is used detrimentally in the wrong hands.
Protection must also allow for an appropriate balance of values; and protection adds value to
information. '

For example, information privacy of medical records is not just a matter of preventing
information getting into the wrong hands; anonymity also allows the protection of individuals so
they can do their job or fulfil their role better, whether as patient or doctor. The negative side of
this is that it can also be used to cover up instances of medical malpractice or deception by the
patient.

So any thinking about security must start from an understanding of the relevance of the
information to whart the organisation or relationship using the information is trying to achieve,
produce a theory of information which is a value- and relevance-based theory, and see
information protection as a value-adding or value-protecting process.

Very few, if any, current theories of security are capable of reasoning about the value of the
objects that the security policies are designed to protect. The assumption is that access to the
objects is allowed, or not allowed, and that is the end of it. A corollary usually is that if access is
to be prevented, it must be prevented at all costs, and hence the need for the provable correctness
of an implementation of the access control policy.

But the “at all costs” assumption is unrealistic. In practice, an organisation has the choice of

the following options:

« protect the object by reducing the vulnerabilities in the system and ensuring that the
access control system works (fault! avoidance)

» reduce the threat by containing the enemy so that the very possibility of access is
prevented (fault prevention)

» reduce the risk to exposure by so arranging things that a single attack cannot result in
total loss (fault tolerance)

« ensure that if loss occurs, some recovery or compensation is available (fault recovery)

 accept the risk and hope for the best (fault acceptance).

1 a fault here is a weakness in the system that might possibly result in a security breach.
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Each of these options has an associated cost and risk. Risk management will consider these, and
the value of the object to be protected, and the direct and consequential losses that might accrue,
and the cost and effectiveness of countermeasures, and come up with a security management
policy, which states how a fixed budget is to be allocated between the various fault management
options identified above.

So although access control is a good set of mechanisms for fault avoidance, it is not the
whole story. A new approach to security must enable reasoning about the costs and benefits of
fault prevention, tolerance, recovery and acceptance as well. It is unlikely that controlling access
to objects is a suitable conceptual basis for these in the way that it is for fault avoidance, because
in none of these is access the real issue. What do seem to be the issues is summarised in the

following table:

Strategy Issues Mechanisms
avoidance what are the objects to be protected and  access control
who is allowed access to them? information flow control

if access is granted or taken, what
further information might be deduced?

prevention what other agents are there in the world| attack, i.» causing faults in the enemy

and what is the disposition of their environment
forces? reducing the number of attackers or
what are their capabilities and budgets? | their budgets
tolerance where are the single points of failure distribution (fragmentation and
and concentrations of value? scattering)
redundancy
Tecovery what are the available options for insurance
forward and backward error recovery? | compensation
for compensation?

acceptance what is the probability of loss and
direct and consequential costs?

There is not a single all-embracing concept which can do justice to the modelling of all these
strategies and enable comparison between them. There are at least four different kinds of analysis

that are involved;

» vulnerablity analysis: what are the weaknesses in the sys:cin from a security point of
view? (In conventional terms, this is analogous to fault analysis.)

« threat analysis: what agents or events in the outside world could enable a vulnerability
to be exploited so as to result in a loss? (In conventional terms, this is analogous to failure

mode analysis.)

» countermeasure analysis: what countermeasures to vulnerabilities and threats are
available, and what are their costs and effectiveness?

» risk analysis: is protection worth it if the countermeasure is costly and perhaps not very
effective?

Each of these kinds of analysis will require its own set of models, concepts and methods.
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This paper addresses the problem of analysing an information system for security flaws or
vulnerabilities in a way that is analogous to the analysis of a safety-critical system. In particular,
instead of adopting the approach that security is a property that must be proved to hold (fault
avoidance), it shows how to analyse a system for possible security failures so that fault
prevention, tolerance, recovery or even fault acceptance techniques can be chosen where
appropriate. The justification for this approach is that fault avoidance may not always be
desirable, for example for reasons of cost. Sometimes it may be better to insure against loss than
to try to prevent it; and this applies to computer security too.

We start from two simple definitions, one of a safe system and one of a secure system:
A safe system is one that will not harm me or cause me loss, even if it fails.

A secure system is one that will not give others the means to harm me or cause me loss, even
if it fails.

Of the many points that may be elaborated from these definitions, we wish to concentrate on
four:

1) The failure modes of a system are at least as important as the normal or.erational modes,
and need at least as much analysis. It is very striking how conventional approaches to safety
case presentation concentrate on failure mode analysis in order to show how the safety
mechanisms (or their alternates) will behave in the presence of failure, whereas this aspect
seems lacking from security case presentation, which concentrates on showing that failures
will not occur (or simply makes this assumption). If a security case amounts to saying “This
is secure provided zhat is reliable” then there are further questions to be answered.

2) Safety is defined in terms of direct consequence, whereas security is defined in terms of
indirect consequence: somebody (“my enemy’’) must receive something to my possible
disadvantage.

3) Both safety and security are relative to a particular observer or stakeholder (“me”

4) “Loss” is a value term; it can be quantified in terms of some abstract value system
(money, or peace of mind, or national security for example).

So any method of analysing a system for security vulnerabilities must be able to satisfy the
following requirements:

1) It must be able to define, and recognise instances of, failure modes;

2) It must be able to accommodate the notion of someone receiving or obtaining something
(this is what distinguishes a method of security analysis from methods of safety analysis,
which do not have this requirement);

3) It must be able to accommodate the notion of relativity to a stakeholder;

4) It must be able to accommodate the notion of value.
In this paper such a method of security analysis is proposed. It is based on modelling a computer
system as a message-passing system, whose purpose is to facilitate human communication. (We

shall say that message-passing is the perspective of the model. The perspective of a model is
what the model concentrates on representing.)
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2. The Conceptual Basis: Messages and Communication

The strategy we shall adopt is, in outline, as follows:

i) We shall define the abstract syntax of a message, and of a communication. A computer
system will be seen as a means of enabling communication through the passing of messages.
This deals with requirement 2) above. It also deals with requirement 3) since communication
will be defined in terms of stakeholders.

ii) We shall provide a complete enumeration of possible failure modes of messages and
communications. Security analysis then consists of identifying all the instances of messages
and communications in a system (this is the hard part!) and analysing the defined failure
modes for each instance. This deals with requirement 1) above.

ii) We shall indicate an approach to attaching the notion of value to a communication
so that standard methods of transaction chain analysis can be employed. This deals with
requirement 4) above.

The abstract definition of a message is: some text passed from a sender to a set of receivers over
a channel. No further elaboration of the primitive terms (in bold) will be provided here. We shall

leave the definition of communication until later.

This definition allows us to enumerate the possible failure modes of a message:

« The apparent sender (as seen by a particular receiver) might not be the same as the real
sender.

« The set of real receivers might not be the same as the set of receivers intended by the
sender: some intended receivers might not receive the message and some unintended ones

might.

-  The text received by a particular receiver might differ from the text intended by the
e sender.

« There are a number of authorisation failure modes, all of them being some form of the
sender not being authorised to send that text to a particular receiver.
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» There are a number of sequencing errors over an ordered set of messages: message loss,
message duplication, message permutation.

e The communication channel might block.

* The communication channel might suffer from a number of timing faults (messages
delivered too late or too early).

Our claim is that the above enumeration is complete, in the sense that any failure of an instance .
of a message (as defined) in a system can usefully be put into one of the above categories. The
word ‘usefully’ implies that sometimes there may be a choice of which category to use.

Communication is a more subtle notion. The basic form of communication is an intention (i.e. a
human interest, that which is to be communicated) being mapped by a particular stakeholder (the
speaker) using a process we shall call generation onto a set of messages, which are then sent to
a set of other stakeholders (hearers) who use individual processes of interpretation to
reconstruct the original speaker’s intention. Again no further elaboration of the terms in bold will
be provided. For example, encryption can be considered one form of gcneration and decryption
as the corresponding interpretation.

But there is more to communication than that, since we have to explam these unanalysed
intentions. Our model is that the speaker’s intention arises as a result of an observation of states
of affairs in the speaker’s world, and that a particular hearer’s reconstructed intention results in
the hearer adjusting the state of affairs in the hearer’s model of the speaker’s world. This model
may be computational, or physical, or cognitive. Sometimes it may be the same as the speaker’s
world itself, but this is not always the case. We shall call this latter process of adjustment a
deduction process.

state of state of
affairs in the v affairs in a
world Y, model
' reconstructed '
intention

intention ) o

knowledge data infermation

domain domain domain
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This allows us to enumerate the possible failure modes of a communication, other than those that
can be categorised as message failures:

» The reconstructed intention might not be the same as the original intention. Sometimes
(but not always) this can be identified as a failure in generation (the messages do not carry
the intention) or a failure in interpretation (the messages carry the intention but this does not
get through to the hearer). Sometimes the generation and interpretation functions might not

be mutual inverses.

» The original observation might be incorrect (not correspond to reality in the speaker’s
world).

» The intention might not capture the original observation correctly (“What I said was ...
and this was mapped onto the messages correctly, but what I meant was ...").

» The deduction process might be faulty: the hearer makes inappropriate adjustments in the
hearer’s model.

» The hearer’s model might be inappropriate: the hearer has chosen the wrong selection of
state variables to select for representation or to ignore in constructing the model of the

speaker’s world.

We can now draw up a template which will be used for the categorisation of possible message
failures, as follows:

DATA DOMAIN FAILURES

-

message failures sequence failures channel failures
reallapparent sender lost message blocked channel
mismatch

reallintended receiver duplicate message timing error
mismatch

sentlreceived text mismatch | permutation error

authorisation errors

Similarly we can set up a template of communication failure modes, as follows:

|
KNOWLEDGE DOMAIN FAILURES IIS__FQRMAT._'_I_Q__I\_{ DOMAIN FAILURES
j observation errors deduction errors
speaker intention errors hearer reconstruction errors
generation errors interpretation errors
generation not inverse of interpretation interpretation not inverse of generation
modelling errors
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3. Two Examples

We shall take two very simple examples chosen especially to illustrate the ideas presented.
Neither should be taken as examples of real world actuality.

Firstly, an example of a message:

At the final stage of an automated teller machine (ATM) transaction, some money is
passed from a money stack through a chute to a grasping hand. This can be considered a
message. The money stack is the sender, the chute the channel, the monetary notes the
text, and the grasping hand the receiver.

sender text receiver

Applying our template, we can fill it in as follows. The numbers refer to subsequent paragraphs
in which an example of possible security flaws of that category is given.

DATA DOMAIN FAILURES

messace failures sequence failures channel failures
reallapparent sender lost message (5) blocked channel 8
mismatch )

reallintended receiver duplicate message  (6) timing error )]
mismaich 2)

sentlreceived text mismatch } permutation error @)

3

authorisation errors (4)

(1)  How does the recipient know that the money has actually come from the bank? This
might not matter of course; but consider that a bogus ATM might have been set up in a shopping
mall which dispenses real money in response to accepting, and stealing, clients’ card numbers

and identification codes.

(2) How does the bank know that the hand that grasps the money belongs to the person
authenticated in previous messages? (It might not care of course.) Consider the opportunity for a
thief who waits for a client to make a valid transaction and then grabs the money as it comes out

of the chute.
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(3) How do the bank and the client know that the money stack contains notes of the right
denomination? Suppose the money stack contains groccry coupons? Suppose the chute tears all
the banknotes in half as it delivers them?

()] Questions of authorisation are supposed to have been dealt with during previous
messages of this transaction.

(5) How do we know that the number of notes counted out by the money stack is the same as
the number grasped by the hand? Is there a secret trapdoor in the chute that secretes every tenth
banknote into a special cache for the benefit of the maintenance engineer, for example?

6) Or does the money stack count “one for the client, one for the engineer, two for the client,
two for the engineer...”?

@) It probably doesn’t matter in what order the notes are given out. But in other contexts, the
exact sequence of messages might matter.

(8)  This corresponds to the vandal who fills the mouth of the chute up with SuperGlue (™,
probably) .

® Suppose the chute only delivers the notes an hour after the money stack has been
activated to deliver them. What would happen?

Now for an example of communication failure analysis.

The Prime Minister of Machiavellia suspects a plot among her colleagues to place her in
a position of some political difficulty. She responds by secretly leaking a sensitive
document to a journalist, so disguising things that it appears that the document has come
from a colleague whom she wishes to embarrass first. (Leaking a sensitive document is,
of course, a matter of embarrassment for the apparent leaker. Resignation will be

demanded.)

Here, the intention is clear — to embarrass a colleague. The message generated and interpreted
is, of course, not just the sensitive document itself but more importantly the apparent source of

the leak.

KNOWLEDGE DOMAIN FAILURES INEQRMATION DOMAIN FAILURES

observation errors (1) |deduction errors 5

speaker intention errors (2) | hearer reconstruction errors (6)

generation errors (3) |interpretation errors €))

generation not inverse of interpretation (4) |interpretation not inverse of generation (8)
modelling errors 9

1) The Prime Minister might be in error in suspecting a plot.

2) The document might not be sufficiently sensitive and embarrassing (its leaking must be a
resignation issue), so it must be carefully chosen.
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(3)  The journalist might not understand that this is a deliberate leak (and, for example, return
the document unread on the grounds that a simple mistake has been made).

4) The Prime Minister must be assured that the source trail followed by the journalist, and
any subsequent investigation of the leak, does in fact clearly point back to her colleague.
Subverting (and possibly blackmailing) her colleague’s Press Officer might do the trick — but
again it might not. An apparent computer audit trail might be better if it could be arranged, but
this might not be possible if the computer software is sufficiently “correct”, i.e. not in accordance

with the real requirements.

(5)  The journalist might not recognise the document and the apparent source of the leak.

6) The journalist might not realise the apparent purpose for which the document has been
leaked.

(7)  The journalist might not believe that the apparent source is the true source (dangerous,
this one!).

8) The journalist might simply misread the identification of the apparent leaker.

(9)  The journalist might not have an adequate model of Machiavellian cabinet politics.

Perhaps some of the above assignments are a bit arbitrary, or could have been otherwise
categorised. This does not really matter. What matters is that a systematic way is found of trying
to generate as many different failure modes as can be conceived. To repeat, what we are

advocating is a method which
» defines a model of messages and a model of communication;
 defines possible failure modes in terms of those models;
» instantiates the models wherever they can be found in the system to be investigated;

» for each instance, decides on suitable interpretations of the previously identified failure
modes;

+ for each interpretation of each failure mode, decides whether the security risk exposed
should be prevented or the threat removed, masked (e.g. by insurance), or accepted.

4. Communication as a Means of the Social Construction of Reality

Perhaps an unusual feature of our approach is that we have done our vulnerability analysis in
terms of the messages that are passed between entities in a computer system, and the
communications that these messages encode or represent, whereas most approaches to security
start from a basis of the entities involved (divided, perhaps, into ‘subjects’ and ‘objects’). There
are good reasons for this.

Firstly, as we explained earlier, our definition of a secure system means that we are interested
in the ways in which someone might acquire something. Direct access is one such means, but
interpretation is another. If I am concerned that my enemy X might get to know about my
precious object P whose total protection is beyond my means, then I want to know who X is
talliing to and what about. Whether or not it is about P, or whether X is trying to access P,
doesn’t really matter. This is the basis of telephone tapping.

More importantly, however, security is but one example of a wide class of concerns such as
safety, performance, maintainability and so on, all of which are characterised by the fact that
their definition and analysis has to take place as much in the social domain as in the technical
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domain. The origin and ownership of security policies, strategies for security management, the
context of the protection mechanisms, and ultimately the very meaning of ‘security’ itself, are all
social issues which have to be resolved in the organisational environment of the information
system. This means that any method for analysis of an allegedly secure system has to be a
method of analysis that can be applied equally well to social and to technical systems. Many
methods for representation and analysis of organisational systems, loosely called ‘enterprise
modelling’, exist and the best of these agree in seeing the structure and functioning of an
organisation in terms of a social construct based on various forms of relationships built through
social communication: co-operation, negotiation, competition, power struggles, downright
enmity, and other more complex forms. If an organisation is to be understood in these terms, and
if we are right in seeking a common set of concepts in which to describe both the social and
technical aspects of the security perspective, then the concept of communication seems the best
starting point, with the technical system being seen as the bearer of the messages which enable
communication to take place. After all, a database is only a particular form of message channel
supporting communication between an information source and an information enquirer.

5. The Addition of Value

What we have just presented is, however, more than just a neat way of performing a security
analysis of a system. The modelling of a compu