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Abstract 
 
The National Institute of Standards and Technology (NIST) workshop on Software Measures and 
Metrics to Reduce Security Vulnerabilities (SwMM-RSV) was held on 12 July 2016. The goal of 
this workshop is to gather ideas on how the Federal Government can identify, improve, package, 
deliver, or boost the use of software measures and metrics to significantly reduce vulnerabilities.  
 
This report contains observations and recommendations from the workshop participants. This 
report also includes position statements submitted to the workshop, presentations at the 
workshop, and related material. Ideas from the workshop will be included in the Dramatically 
Reducing Software Vulnerabilities report, requested of NIST by the White House Office of 
Science and Technology Policy in Spring 2016. 
 
Keywords: 
  
Measurement; metrics; software assurance; security vulnerabilities; reduce security 
vulnerabilities. 
 
Disclaimer: 
 
This report includes position statements and presentation slides by authors who submitted their 
material to the workshop. The views expressed by the authors therein do not necessarily reflect 
those of the sponsors of this workshop. 
 
Certain commercial entities, equipment, or materials may be identified in this document in order 
to describe an experimental procedure or concept adequately. Such identification is not intended 
to imply recommendation or endorsement by the National Institute of Standards and Technology 
(NIST), nor is it intended to imply that the entities, materials, or equipment are necessarily the 
best available for the purpose. 
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1. Overview 
 

The 2016 Federal Cybersecurity Research and Development Strategic Plan [1] seeks to 
fundamentally alter the dynamics of security in the computer realm, reversing adversaries’ 
asymmetrical advantages. The plan calls for “sustainably secure systems development and 
operation.” To achieve this, the plan describes a mid-term (3-7 years) goal of “the design and 
implementation of software, firmware, and hardware that are highly resistant to malicious cyber 
activities…” and reduce the number of vulnerabilities in software by orders of magnitude.  

 
The Software Quality Group at the U.S. National Institute of Standards and Technology (NIST) 
felt that measures of software can play an important role in such dramatic reductions. Industry 
requires evidence to indicate how vulnerable a piece of software is, know what techniques are 
most effective in developing software with far fewer vulnerabilities, determine the best places to 
deploy defensive measures, or take any of a number of other actions. This evidence comes from 
measuring, in the broadest sense, or assessing properties of software. If there were 
comprehensive metrics, it would be straight-forward to determine which software development 
technologies or methodologies lead to sustainably secure systems. 
 
Accordingly, in Spring 2016 we decided to organize a workshop to gather ideas on how the 
Federal Government can identify, improve, package, deliver, or boost the use of software 
measures and metrics to significantly reduce vulnerabilities. We called for short position 
statements, one to three paragraphs long, to begin to gather ideas. We asked for position 
statements, rather than papers, to decrease the work required of submitters. In the call for 
statements, we suggested the following subjects: 
 

• Existing measures of software that can make a difference in three to seven years, 
• Means of validating software measures or confirming their efficacy (meta-

measurements), 
• Quantities (properties) in software that can be measured, 
• Standards (in both étalon and norme senses) needed for software measurement, 
• Cost vs. benefit of software measurements, 
• Surmountable barriers to adoption of measures and metrics, 
• Areas or conditions of applicability (or non-applicability) of measures, 
• Software measurement procedures (esp. automated ones), or 
• Sources of variability or uncertainty in software metrics or measures. 

 
Twenty positions statements were submitted. A program committee evaluated the submissions 
for relevance to the workshop theme and potential interest. The committee invited workshop 
presentations based on 10 statements. 
 
Ideas from this workshop and other efforts will be included in the report on Dramatically 
Reducing Software Vulnerabilities, requested of NIST by the White House Office of Science and 
Technology Policy in Spring 2016. 
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The workshop was open to all, subject to the rules of entry to the NIST campus, and there was no 
cost to attend. 

 
1.1 Mechanics and Organization 
 
The workshop was co-chaired by Paul E. Black and Elizabeth Fong, National Institute of 
Standards and Technology and by Thomas D. Hurt, Office of the Deputy Assistant Secretary of 
Defense for Systems Engineering - Joint Federated Assurance Center (JFAC) lead. 
 
The program committee consisted of Paul E. Black, David Flater, Elizabeth Fong, D. Richard 
Kuhn, and W. Timothy Polk. 
 
The web site is https://samate.nist.gov/SwMM-RSV2016.html. In late April and early May, co-
chairs sent the call for statements to mailing lists and many individuals. Here is the timeline: 
 

22 May: deadline to submit statements 
  8 June: invitations to present sent 
27 June: deadline for non-citizens to register 
  5 July: deadline for US citizens to register 
12 July: workshop 
31 July: deadline for submission of revised statement or presentation 

 
 1.2 Agenda and Schedule 
 
The workshop was held at the National Institute of Standards and Technology, Gaithersburg, 
Maryland, on 12 July 2016. Over 90 people from Federal Government, software assurance tool 
makers, service providers, and universities attended. The program consisted of nine presentations 
invited on the basis of position statements and one breakout session. For the breakout, attendees 
were randomly assigned to one of six breakout groups. All the groups had the same charge: come 
up with the best ideas to use metrics to dramatically reduce software vulnerabilities in three to 
five years. The agenda was as follows: 

 
8:30 am –   9:00 am  Registration 
9:00 am –   9:10 am Introduction, Safety, Schedule, Charge 

Paul E. Black, NIST 
9:10 am –   9:15 am Federal Cybersecurity Research and Development Strategic 

Plan 
Greg Shannon, White House Office of Science and Technology 
Policy 

9:15 am –   9:30 am Opening Remarks 
William F. Guthrie, Chief, Statistical Engineering Division, NIST 

9:30 am – 10:00 am Measuring Software Analyzability 
Andrew Walenstein, BlackBerry 

10:00 am – 10:30am Dealing with Code That is Opaque to Static Analysis 
James Kupsch, University of Wisconsin-Madison 

______________________________________________________________________________________________________ 
This publication is available free of charge from

: https://doi.org/10.6028/N
IS

T.S
P

.500-320

https://samate.nist.gov/SwMM-RSV2016.html


3 
 

10:30 am – 10:50 am Break 
10:50 am – 11:10 am Composing Processes for Secure Development Using Process 

Control Measures 
William Nichols, Software Engineering Institute (SEI) 

11:10 am – 11:30 am Measure Early and Measure Often – SWAMP 
Miron Livny, Morgridge Institute for Research 

11:30 am –   1:00 pm Lunch 
  1:00 pm –   1:20 pm CISQ Measures of Secure, Resilient Software 

Dr. Bill Curtis, Executive Director, Consortium for IT Software 
Quality (CISQ) 

  1:20 pm –   1:40 pm Mostly Sunny with a Chance of Cyber-Doom 
David Flater, NIST 

  1:40 pm –   2:00 pm Dynamically Proving That Security Issues Exist 
Dr. Andrew V. Jones, Vector Software, Inc. 

  2:00 pm –   2:20 pm Breakouts 
  2:20 pm –   2:50 pm Break 
  2:50 pm –   3:20 pm Breakout Reports (6 reports at 5 minutes each) 
  3:20 pm –   3:40 pm Toward Evidence-Based Low Defect Software Production 

James Kirby, Jr., US Naval Research Laboratory 
  3:40 pm –   4:00 pm Using Malware Analysis to Reduce Design Weaknesses 

Carol Woody, Ph.D., Software Engineering Institute 
  4:00 pm –   4:20 pm Summary – Our Next Step 

Paul E. Black, NIST 
 

Although UL was invited to present based on their position statement, there was no presentation 
because of illness. 
 
 
1.3 Non-Measurement Ideas from the Breakout Session 
 
The discussions in the breakout groups were lively. Most of the groups continued their 
discussions to the end of the break time. Someone from each breakout group took five minutes to 
report their recommendations to the whole workshop when it reconvened. The workshop was 
focused on metrics and measures of software as a product and what could be done in a moderate 
time frame. Although charged to discuss ideas related to the workshop theme, every group 
included ideas related to software quality, assurance, software development, and cybersecurity in 
general. This section lists many of those ideas that are outside the scope of the workshop, and 
thus are not in Section 2. Some came from more than one group. 

 
When we use phrases like “workshop participants” or “some who attended,” we usually mean a 
group of a dozen or so. In no case were all participants polled and a consensus, or even plurality, 
determined. Ideas were often brought up by one person, discussed and elaborated by others, then 
written or reported by yet others. Hence it is difficult to attribute ideas to particular people in 
most cases. We thank all those who participated in the workshop and made contributions, large 
and small, to the ideas noted in this report.  
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1.3.1 Consider Vulnerabilities in All Parts of the Software Life Cycle 
 
Some who attended the workshop thought that security must be designed into the system from 
the beginning. It must be a part of the requirements of the system and the architecture of the 
software. Security often touches and influences many pieces of the system, from low-level 
details such as how data is stored to high-level details such as a global state recording the user’s 
role or whether the user has been authenticated. When security is added later on, it is typically 
expensive to develop and test, difficult to use, inadequate, or all three [2].  

 
Another caveat is that security cannot just be designed in, then forgotten. Security should be an 
integrated part of the entire software development lifecycle. Analysts, coders, testers, integrators, 
and operators all have vital roles into operating a secure system. Security cannot be relegated to a 
quality hurdle that the development process needs to surmount then forget. If the software 
development has a separate group of experts who have been thoroughly trained in cybersecurity 
and in low-vulnerability software, then developing less vulnerable software should be a 
partnership between the development team and the experts. 
 
1.3.2 Government Contracting and Procurement, Liability, and Insurance 
 
Many workshop participants felt that the Federal Government could lead a significant 
improvement in software quality by requiring software quality during contracting and 
procurement and by changing general expectations. 
 
Participants felt that model contract language can include incentives for software to adhere to 
higher coding and assurance standards or punitive measures for egregious violations of those 
standards. The defense community [3], the financial sector, the automotive sector and the 
medical sector have published sample procurement language for cybersecurity and secure 
software. The focus on the lowest bidder must include provisions for “fitness for purpose” that 
factor in considerations for secure software. Only products that fulfill technical acceptance 
requirements should be considered. Software suppliers who have sloppy cyber hygiene should be 
identified in contract bidding. All software, especially third-party open source software (OSS), 
should be evaluated to substantiate that it does not have malware or known or new 
vulnerabilities, as much as feasible. Software should have a “bill of materials” such that those 
using it could respond to a new threat made public about some component or library in the 
software. 
 
Participants generally agreed that new exploits will be discovered after software is put into use, 
hence the need for a bill of materials. They felt that companies developing software should be 
contractually liable for vulnerabilities discovered after delivery. Such liability clauses might be 
modeled after those used in the video game industry in the 2000s. Participants did not believe 
that there should be legal liability at this time. On the other hand, the language of liability clauses 
needs to be strict enough to, as one participant wrote, “hold companies accountable for sloppy 
and easily-avoidable errors, flaws, and mistakes.” 
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One complicating factor is that liability includes a concept of responsible party. Responsibility 
may be hard to determine in the case of “open source” or freely available software. 
 
The Financial Services Sector Coordinating Council (FSSCC) for Critical Infrastructure 
Protection and Homeland Security produced a 26-page document entitled Purchasers’ Guide to 
Cyber Insurance Products defining what cyber insurance is, explaining why organizations need 
it, describing how it can be procured, and giving other helpful information. 
 
Many software assurance tool agreements include “DeWitt clauses” that prohibit the user from 
publishing any evaluations or comparisons with other tools. Participants felt that such restrictions 
slow the development of better techniques and make it difficult for users to determine which tool 
or tools are most beneficial for them. Contract language could specify an allowance of published 
evaluations, for example as suggested by Klass and Burger in “Vendor Truth Serum”. 
 
1.3.3 Education 
 
Many software developers are not taught the basic principles, practices, and importance of 
cybersecurity or provided with resources. It was the participants’ judgement that educating a 
large number of programmers in basic cybersecurity practices will significantly reduce 
vulnerabilities. The Federal Government could fund broad funding of on-line or self-study 
courses and work with companies to promote widely-available resources. 
 
In addition, software developers should learn how and when to use powerful and sophisticated 
tools, which are now available. Participants opined that developers need to understand that they 
shouldn’t just turn off red flags raised by tools. As above, many institutions of higher education 
or training organizations can offer free training, once courses are developed.  
 
Some workshop attendees noted that educating just front-line software developers is not enough. 
Managers and executives must also be educated in the risk management implications of software 
vulnerabilities and the importance of investing in cybersecurity and low vulnerability software. 
 
1.3.4 Research Projects for Security, Quality, and Few Vulnerabilities 
 
One participant suggested a major project to provide a single forum where researchers could 
share samples of code, share findings, collaborate on research, and publish results without 
intellectual property restrictions. A large, open repository of source code would allow 
researchers to conduct a wide range of data-driven research. Such research could lead to 
improved programming practices, ways to spot poor quality or malicious code, and new and 
improved software security metrics and measures. This must be independent of vendors and 
model and encourage scientifically valid research. The concept would be similar to the Human 
Genome Project (HGP), but for software instead of genomes. A critical difference is the 
intellectual property of software. 
 
Participants felt that there needs to be increased scientifically valid research about the strengths 
and limitations of software assurance tools. Researchers and users could share their findings 
through a forum such as suggested above. There might even be a list of verified tools. 
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Another aspect of such a project is to collect incidences of malware, dead code, and other “code 
smells” so that they are available to researchers. These could augment Common Vulnerabilities 
and Exposures (CVE). Along the same lines, participants felt that there should be a repository of 
computer system breaches, like those mandated by the State of California. Such a repository is 
analogous to those maintained by the Food and Drug Administration (FDA) for medical device 
problems and the Federal Aviation Administration (FAA) for aircraft incidents.  
 
Attendees noted that today every vulnerability is addressed with its own special, tactical 
response. Some suggested that there needs to be a substantial research agenda to develop a 
science of the appearance, detection, behavior, and useful responses of software vulnerabilities 
instead of treating each vulnerability as a unique problem with its own measure or metric. Given 
this knowledge, more generalized capabilities to counter classes of vulnerabilities could be 
developed. Over time a theory of software vulnerability could be developed that provides a 
larger context for the problem and systemic measures and metrics for detecting and countering 
classes of vulnerabilities. 
 
1.3.5 Government Funded Efforts 
 
In the participants’ estimation, the Government could fund the research and publication of 
business cases for secure software, including the cost of security breaches. Such studies or cases 
would bolster education mentioned in Section 1.3.3. 
 
Workshop attendees suggested that the Federal Government could test or certify the software in 
widely-used or important modules, libraries, or packages. To partner with the private sector, the 
Government could fund such testing, perhaps as part of procurement. 
 
Software quality could be improved by following up the Baldridge Cybersecurity Initiative. This 
may help encourage software companies, according to some participants. 
 
1.3.6 Third Party Review of Software 
 
Some participants felt that software and the software industry should be treated as other 
industries, like automotive, tobacco, and food. The Government mandated seatbelt use. Could it 
encourage the software development industry to adopt well-known techniques and practices that 
industry is reluctant to adopt, because of the belief that such efforts would make them non-
competitive? Based on well-established science, the Government could issue directives, create 
cybersecurity and quality standards, and even mandate compliance. The FDA could enforce 
standards for medical devices, and the Federal Trade Commission (FTC) could have a role in 
software apps, since it deals with deceptive advertising [4, 5]. 

 
Some participants hoped that the Government would continue to nurture the efforts to add 
requirements for better security and for lower numbers of vulnerabilities to Federal Information 
Security Management Act (FISMA) documents, (e.g., NIST Special Publication (SP) SP 800-
538, SP 800-64, SP 800-53 and SP 800-53a), and to Department of Defense standards and 
guidelines. 
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Participants judged that software could benefit from the programs and criteria of widely-accepted 
non-governmental organizations. Some possibilities are UL’s Cybersecurity Assurance Program 
(CAP), Consortium for IT Software Quality (CISQ) Code Quality Standards, and Core 
Infrastructure Initiative (CII) Best Practices badge. 

2. Observations and Recommendations 
 

The focus of the workshop was measures and metrics of software as a product. This section 
details general observations and suggestions of workshop participants. Some participants 
cautioned that software quality and security metrics may be the wrong emphasis to reduce 
software vulnerabilities, that such metrics may fade in emphasis as other software metrics have, 
for example cohesion and McCabe Cyclomatic Complexity. 
 
2.1 Better Code 
 
Participants praised two workshop presentations: Andrew Walenstein’s “Measuring Software 
Analyzability” and James Kupsch’s “Dealing with Code that is Opaque to Static Analysis.” Both 
stressed that code should be amenable to automatic analysis. Both presented approaches to define 
what it means that code is readily analyzed, why analyzability contributes to reduced 
vulnerabilities, and how analyzability could be measured and increased. 
 
Some participants noted that there are subsets of programming languages that are designed to be 
analyzable, such as SPARK, or to be less error-prone, like Less Hatton’s SaferC. Participants 
generally favored using better languages, for example, functional languages such as F# or ML. 
However, there was no particular suggestion of the language, or languages, of the future.  
 
Attendees also pointed out that while code-based metrics are important, we can expect 
complementary results from metrics related to the other aspects of the software. Some aspects 
are the software architecture and design erosion metrics, linguistic aspects of the code, 
developers’ background, and metrics related to the software requirements. 
 
2.2 More Useful Tool Outputs 
 
There are many powerful and useful software assurance tools available today. No single tool 
meets all needs. Accordingly, users should use several tools. This is difficult because tools have 
different output formats and use different terms and classes. 
 
Participants emphasized that tool outputs should be standardized. That is, the more there is 
common nomenclature, presentation, and detail, the more feasible it is for users to combine tool 
results with other software assurance information and to choose a combination of tools that is 
most beneficial for them. 
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As explained in Section 1.3, participants felt the need for scientifically valid research about tool 
strengths and limitations, mechanisms to allow publication of third party evaluation of tools, a 
common forum to share insights about tools, and perhaps even a list of verified or certified tools. 
 
 2.3 Security Metrics 
 
Participants didn’t note any particular security or vulnerability metrics or measures. However, 
many participants felt that security or vulnerability measurement (or testing or checking) must be 
included in all phases of software development, as explained in more detail in Section 1.3.1. 
Except for atypical approaches like Clean Room, this measurement cannot be left as a gate at the 
end of the production cycle. 
 
2.4 Additional Directions 
 
Some workshop participants were of the opinion that there is a significant need for metrics and 
measures of binaries or executables. With today’s optimizing compilers and with the dependence 
on many libraries delivered in binary, solely examining source code leaves many avenues for 
appearance of subtle vulnerabilities. 
 
In the estimation of some attendees, model-based engineering opens the way to writing “source 
code” at a higher conceptual level and, more importantly, to formal proofs that certain properties 
are maintained. 
 
2.5 References 
 
[1] Federal Cybersecurity Research and Development Strategic Plan. Available at  
https://www.whitehouse.gov/sites/whitehouse.gov/files/documents/2016_Federal_Cybersecurity
_Research_and_Development_Stratgeic_Plan.pdf 
 
[2] James P. Anderson, “Computer Security Technology Planning Study,” October 1972. 
Available at http://seclab.cs.ucdavis.edu/projects/history/papers/ande72a.pdf 
 
[3] “Suggested Language to Incorporate Software Assurance Department of Defense Contracts,” 
Department of Defense (DoD) Software Assurance (SwA) Community of Practice (CoP) 
Contract Language Working Group, John R. Marien, chair, and Robert A. Martin, co-chair, 
February 2016. Available at http://www.acq.osd.mil/se/docs/2016-02-26-SwA-
WorkingPapers.pdf Accessed 6 September 2016. 
 
[4] “Mobile Health App Developers: FTC Best Practices,” April 2016. Available at 
http://www.ftc.gov/tips-advice/business-center/guidance/mobile-health-app-developers-ftc-best-
practices 
 
[5] Keith Barritt, “3 Lessons: FDA/FTC Enforcement Against Mobile Medical Apps,” January 
2016. Available at http://www.meddeviceonline.com/doc/lessons-fda-ftc-enforcement-against-
mobile-medical-apps-0001 
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3. Position Statements and Presentations 
 
The program committee invited some of those who submitted position statements to make 
presentations at the workshop. This section allows those who were invited to publish their 
position in the manner that they choose. In some cases, this is just the position statement. In other 
cases, it is an extended version of the position statement. In yet other cases it is the possibly-
edited presentation given at the workshop or some combination of all of them. 
 
Please note that the following do not necessarily represent the opinion or result of the National 
Institute of Standards and Technology (NIST). The appearance here does not imply that NIST 
endorses any of these ideas or products. 
 
The order here is the original order of presentations planned for the workshop. 
 
3.1 Federal Cybersecurity Research and Development Strategic Plan, Greg Shannon, White 
House Office of Science and Technology Policy. 
 
3.2 Opening Remarks, William F. Guthrie, Chief, Statistical Engineering Division, NIST. 
 
3.3 Measuring Software Analyzability, Andrew Walenstein, BlackBerry. 
 
3.4 Dealing with Code that is Opaque to Static Analysis, James Kupsch, University of 
Wisconsin-Madison. 
 
3.5 Ken Modeste, UL. 
 
3.6 Composing processes for secure development using process control measures, William 
Nichols, Software Engineering Institute. 
 
3.7 CISQ Measures of Secure, Resilient Software, Dr. Bill Curtis, Executive Director, 
Consortium for IT Software Quality (CISQ). 
 
3.8 Mostly Sunny with a Chance of Cyber, David Flater, NIST. 
 
3.9 Dynamical Proving That Security Issues Exist, Dr. Andrew V. Jones, Vector Software. 
 
3.10 Toward Evidence-Based Low Defect Software Production, James Kirby Jr., US Naval 
Research Laboratory. 
 
3.11 Using Malware Analysis to Reduce Design Weaknesses, Carol Woody, Ph.D., Software 
Engineering Institute.  
 
3.12 Measure Early and Measure Often – SWAMP, Miron Livny. 
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3.1 Federal cybersecurity Research and Development Strategic Plan, Greg Shannon, White 
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3.2 Opening Remarks, William F. Guthrie, Chief, statistical Engineering division, NIST 
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3.3 Measuring Software Analyzability, Andrew Walenstein, BlackBerry 

Measuring Software Analyzability  

Andrew Walenstein  
Director, Security Research & Development  

Center for High Assurance Computing Excellence  
BlackBerry  

The views and opinions expressed in this position statement are those of the author 
and do not necessarily reflect the official policy or position of BlackBerry.  

The 2016 Federal Cybersecurity Research and Development Strategic Plan never directly defines 
“sustainability” of secure systems development, but it is easy to read it as meaning “cost-effective.”  If 
so, the critical measure of any advance to secure systems development is the benefit it brings in terms 
of “bang for buck”.  Given the limited scalability and high costs of humans, surely this means automation 
must be central to any comprehensive effort to advance sustainability of secure systems development.  
How can we otherwise expect to dramatically drive improvements to the underlying economics?  How 
can we otherwise expect to scale?  And if we’re concerns more specifically on measuring software 
systems so as to direct progress towards sustainable security, then it implies that software analysis 
automation must be a key ingredient.  

Indeed, the same federal Strategic Plan alludes to such automation and, in the case of formal methods, 
it says “the applicability of these techniques is currently limited to modest programs with tens of 
thousands of lines of code.  Improvements in efficacy and efficiency may make it possible to apply 
formal methods to systems of practical complexity.”  That message is clear enough:  our automation 
cannot scale to our code, so the automation must be improved.  However, we can also profitably view it 
the other way around:  given the automated capabilities we currently have, the code must be improved.  
This is not a new proposition—to pick just one example, Gerard Holtzmann’s “Power of 10:  Rules for 
Developing Safety Critical Code” lists rules for software construction aimed at making its analysis (by 
human or computer) easier.  But how can we measure “software security-analyzability”?  

There are some theoretical and empirical techniques available to draw upon from the software 
obfuscation literature. Upon a little reflection it probably makes perfect sense why we should find it in 
that literature.  At BlackBerry we are just starting to explore a related notion and measure of modularity 
supporting bounded model checking for security properties.  For all the community’s efforts on 
measuring our analysis tools---NIST’s own SAMATE workshops are a fantastic example—there seem to 
be less emphasis on building measures of software analyzability. If we are aiming for sustainability 
through automation, though, how heavily should we be betting that we can scale software analysis 
more quickly than we can improve development techniques to yield more-analyzable software?  And yet 
it’s not even a race; rather, it seems prudent to try to get improvements in analysis and in software to 
meet in the middle.  So as a community let us make sure we adequately explore measures for “software 
security-analyzability”.  
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3.4 Dealing with Code that is Opaque to Static Analysis 
 
Barton P. Miller†‡ James A. Kupsch†‡ Vamshi Basupalli†‡ Elisa Heymann†* 
†Computer Sciences Department, University of Wisconsin 
‡DHS Software Assurance Marketplace (SWAMP) 
*Autonomous University of Barcelona 
 
Critical to producing secure software is the need to assess that software for weaknesses (and 
ultimately, vulnerabilities). A key part of such an assessment is the use of static analysis tools 
for scanning that software for weaknesses. Especially for legacy languages such as C and C++, 
these tools are often confounded by constructs that are too complex to analyze, leaving 
significant blind spots in programs written in these languages. Notable recent exploits, such as 
Heartbleed and the glibc DNS vulnerabilities, are examples where arcane (but not rare) coding 
practices prevented even the best of existing tools from finding the weaknesses that allowed 
the exploits. Current tools do not (and many cannot) distinguish between not finding a 
weakness because it is not present and not finding it because it is too difficult to find. The 
legacy programming languages will be with us for a long time, because many of our                               
current major operating systems, systems software, server platforms, and even applications are 
written in these languages. 
 
While there are many commonly used code metrics, our experiments have shown that these 
metrics do not strongly correlate with characteristics of a program that make it opaque to static 
analysis. Common metrics measure deal with shallow syntactic features including simple counts 
such as number of lines of code, comments, methods or fields; complexity measures of 
functions or methods computed from the simple counts such as cyclomatic complexity or 
Halstead complexity; and measures of relationships of properties of a function or class to 
others computed from simple counts such as cohesion or coupling. These measures do not 
capture the necessary characteristics of a program that would indicate which parts of a 
program can be reasonably analyzed. 
 
We outline a research program to produce a new class of metrics, called semantic opaqueness 
metrics, that identify the parts of a program for which a static analysis tool cannot come to a 
firm (or perhaps even sound) conclusion that the code is demonstrably safe or unsafe. These 
metrics would be based on a deeper semantic analysis of the program, using state-of-the-art 
control and dataflow techniques. Such metrics would give guidance to the programmer so that 
they can transform the opaque parts of the code, simplify the code structure, such that static 
analysis tools can make definitive statements about the code. These metrics also will allow a 
more accurate scoring of programs according to their resistance   to analysis (and therefore 
likely to be hiding critical weaknesses). A rapid path forward, allowing substantial progress in 
the 3-7 year timeframe is to base this work on a powerful open source compiler framework 
such as clang/LLVM or gcc. The broader impact of such an approach is that we can evolve 
our legacy code base, and new software written in legacy languages, such that we have 
effective means to assess this code. 
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3.5 UL's Position Statement: 
 
UL believes that reducing software vulnerabilities will take considerable time, and requires a 
paradigm shift in the way how organizations develop software and firmware products, and how 
it can be measured. There are several ways to address software vulnerabilities. Reducing 
software vulnerabilities requires at a minimum 3 measures. The following summarizes the 
intent UL is proposing to both its customers and the industries involved: 
 

1) Develop a scientific methodology to assess software and provide metrics tied to how 
software vulnerabilities can be identified and measured and means to address them. 
This methodology must be in stages. It must look at some of the fundamental software 
and environmental weaknesses that contribute to software weaknesses becoming 
vulnerabilities and providing a path for industry to address. To engage this in a 
methodical manner, it must be done in stages with some of the foundational problems 
to be addressed in the first phase, working with industry to adopt, and then 
supplementing those problems with newer more complex problems in future phases. 
Industry acceptance via adoption and not by mandate is key to resolve. 

 
2) Provide an independent third party means to assess industry's ability to meet the 

requirements defined in phase 1. These should be driven by the procurement means of 
the government and not by mandate. The procurement means can provide the incentive 
to drive industry adoption. 

 
3) Provide additional requirements to support industry vendors in learning how to build 

security into software to reduce the vulnerabilities that can arise. Helping industry build 
better software reduces the case for vulnerabilities. 

 
UL has developed several foundational standards under the UL 2900 series under the UL 
cybersecurity assurance program that can support the initiatives above. This method can 
promote industry to develop better software and encourage purchasers of software to require 
better software 
 
Ken Modeste 
Connected Technologies 
UL LLC 
Commercial & Industrial(C&I) 
333 Pfingsten Road, Northbrook, IL 60062-2096 U.S.A 
Phone: 847-664-2659 
Cell:  847-682-9703 
Ken.modeste@ul.com 
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3.6 William R. Nichols, Software Engineering Institute 

 

William R. Nichols, Software Engineering Institute 
 

A recent update to a major mobile OS included security patches to address violations of least privilege, 
buffer overflows and multiple cases of memory corruption, all of which were common security problems 
as long ago as the 1990s. It’s striking that after all these years, common implementation defects remain 
a major source of software security vulnerabilities, including such well known examples as OpenSSL 
Heartbleed and Apple “goto fail.” Research literature shows that software defect rates contribute to 
these vulnerabilities, providing evidence that 1% to 3% of all released defects in the Windows and Linux 
operating systems were potentially exploitable. Based on this, we at the SEI believed that 1) quality 
attributes such as security are undermined by defects, 2) defective software cannot be secure, and 3) 
we can estimate the number of vulnerabilities if we know the overall defect level. To test this, we 
examined a small number of industry software products that have very low levels of defects. In these 
products, we found proportionally lower levels of vulnerabilities or safety critical issues. What the 
products had in common was a robust measurement framework supporting early and effective defect 
removal; this framework allowed the system developers to manage the quality processes during 
implementation. We therefore concluded that improving the quality in implementation is something 
that can be and is being done right now to reduce security vulnerabilities. 

While the current quality improvements are a step in the right direction, they’re only one part of making 
secure software. The software development lifecycle can incorporate many tools that can statically 
analyze source code, statically and dynamically analyze executables, examine for code coverage, scan 
web services, implement numerous testing techniques, and so forth. We also have assurance cases, 
architecture analysis and design language, architectural tradeoff methods, and design and code 
inspections. But how do these processes, practices, and tools contribute to creating an affordable, 
secure development process that can be implemented successfully?  

Today, the real world costs and benefits of these efforts are largely a matter of expert opinion, which is 
helpful but insufficient. To be successful, the development process must be both effective and efficient, 
based on validated measures, so that we can determine not only how to compose the process but also 
how successful the process is. Since no tool or technique is perfect, real systems will be composed of 
numerous techniques for requirements, analysis, design, and implementation. We need to understand 
both the benefits and costs of these techniques as they fit into a comprehensive and coherent 
framework that includes measures of the product and the costs to produce it. To achieve the next level 
of security, our processes must meet measures of both effectiveness and cost; studies are needed to 
establish economic benchmark data for these measures, based on real world development. 
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3.7 Assessing the Cybersecurity of Federal Source Code with CISQ Measures  

 Bill Curtis, Executive Director, Consortium for IT Software Quality (CISQ)  

Abstract:  
Recent breaches compromising the confidentiality of Federal records accentuate the need for structural 
analysis of cybersecurity weaknesses in the source code of Federal systems.  Advances in static analysis 
technology enable detection of a wide range of source code weaknesses that can be exploited to gain 
unauthorized entry.  The Consortium for IT Software Quality (CISQ) is chartered by its sponsors to create 
standards for automating measures of software size and quality.  CISQ standards have recently been 
approved by the Object Management Group for Automated Function Points, Reliability, Security, 
Performance Efficiency, and Maintainability.  The latter four quality measures are based on definitions 
of these characteristics in ISO 25010, and provide source code level measures that supplement the 
largely behavioral measures in ISO 25023.  

CISQ’s Security measure is calculated from assessing 22 of the Top 25 weaknesses in the Common 
Weakness Enumeration repository (i.e., CWE/SANS Institute Top 25, OWASP Top 10) that can be 
detected through static analysis.  These weaknesses include well-known culprits such as SQL injection, 
buffer overflows, and cross-site scripting.  This measure provides an accurate indicator of the likelihood 
an attacker can find an exploitable weakness in a Federal application.  Both the Software Engineering 
Institute and CAST have recently found that weaknesses causing reliability problems can in some cases 
be exploited for unauthorized entry, indicated that security is bound to other aspects of software 
quality.  Since poor quality code is also insecure code, the overall structural integrity of Federal source 
code should be assessed to insure cybersecurity.  Recent analysis results from government systems will 
be presented.    

The continuing stream of breaches exploiting SQL injection, a weakness known since the late 1990s, 
indicate that both commercial and government IT departments are not doing enough to reduce the 
vulnerability of their applications.  Based on recent embarrassing breaches, Federal IT needs a major 
undertaking similar to the Y2K endeavor to rid Federal source code of the most easily exploited 
weaknesses.  Federal executives need to 1) assess the cybersecurity risk of agency systems using the 
CISQ standards along with other measures, 2) enforce remedial actions based on measurement results, 
and 3) develop policies to strengthen the cybersecurity of software in Federal agencies and in industries 
they regulate.   

 

 

 

______________________________________________________________________________________________________ 
This publication is available free of charge from

: https://doi.org/10.6028/N
IS

T.S
P

.500-320



 49 

 

 

 

 

______________________________________________________________________________________________________ 
This publication is available free of charge from

: https://doi.org/10.6028/N
IS

T.S
P

.500-320



 50 

 

 

 

 

 

______________________________________________________________________________________________________ 
This publication is available free of charge from

: https://doi.org/10.6028/N
IS

T.S
P

.500-320



 51 

 

 

 

 

 

______________________________________________________________________________________________________ 
This publication is available free of charge from

: https://doi.org/10.6028/N
IS

T.S
P

.500-320



 52 

 

 

 

 

 

______________________________________________________________________________________________________ 
This publication is available free of charge from

: https://doi.org/10.6028/N
IS

T.S
P

.500-320



 53 

 

 

 

 

 

  

______________________________________________________________________________________________________ 
This publication is available free of charge from

: https://doi.org/10.6028/N
IS

T.S
P

.500-320



 54 

3.8 Mostly Sunny with a Chance of cyber 

Mostly sunny with a chance of cyber1 
David Flater, NIST, 2016-05-09 

 

Counting known vulnerabilities and correlating different factors with the vulnerability track 
records of software products after the fact is obviously feasible.  The harder challenge is to 
produce “evidence to tell how vulnerable a piece of software is” with respect to vulnerabilities 
and attack vectors that are currently unknown.  This means forecasting the severity and the 
rate at which currently unknown vulnerabilities will be discovered or exploited in the future, 
given a candidate system and its environment. 

 

Meteorologists can observe the present state of a weather system and assume that the future 
state must evolve from it through the application of known physics.  Small features that are 
below the resolution of the radar are correspondingly limited in their impact, so the uncertainty 
can be bounded.  But for computer system vulnerabilities, there are no analogous limits.  High-
impact exploits of tiny, obscure quirks that were not on anyone’s “radar” appear with 
regularity.  Although the resolution of that “radar” is continuously improved, the complexity of 
systems is increasing faster, so the relevant details are inexorably receding into the background. 

 

Under these conditions, our best available predictors of future vulnerabilities in systems that 
were responsibly designed and implemented may be nothing more than metrics of size, 
complexity, and transparency.  Unexciting as it may be, there is rationality to this approach.  To 
develop a market for smaller, simpler, more verifiable systems would not be too modest a goal 
for a large government effort to attempt. 

 

1 Disclaimer:  This statement reflects only the views of the author on the topics discussed, and does not 
necessarily reflect the official position that NIST may have about those topics. 
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I added these notes after the workshop to include important points that don't appear in the 
text of the slides. 
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The metrology perspective is that measurement is about quantities.  A quantity like 5 kg has 
meaning because it is defined as 5 times a standard reference, the unit.  In most cases it would 
be nonsense to say that Software A is 5 times as vulnerable as Software B.  Vulnerability is a 
quality, not a quantity.  At best we may measure some quantity that helps us to characterize it 
better. 
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The count of known vulnerabilities is unsuitable as a surrogate measure of vulnerability.  The 
future question is the most interesting one. 
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In every respect but one (controllability), cyber emergencies are less predictable than weather 
emergencies.  I will focus on the different impact of unseen details. 

We can obtain an adequate prediction of impending weather emergencies even though the 
radar misses many small details.  The butterfly effects do not matter as long as we can see the 
hurricane on its way with ample time to react.  But for cyber emergencies it is exactly the 
opposite; it is the unseen details that are most likely to create an emergency with no warning at 
all. 
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The threat model is of finite size.  The unknown universe of potential attacks may be infinitely 
large.  At least it is larger than our imagination, as we are consistently caught by surprise. 

The idea that fully addressing the top 10 or top 25 attack vectors would cause there to be fewer 
successful attacks is an untested hypothesis.  Past experience suggests that there is a large  

reserve of attack vectors that do not appear in the threat model.  Perhaps attackers will simply 
move farther down the list and never run out of attacks. 

Different perspectives, different metrics:  the security industry sees progress in increasing the 
complexity of attacks, but the target sees no progress unless the frequency of attacks actually 
goes down. 
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Even if you had complete visibility into the system as it stands, there is the problem of future-
poofing the assurance case.  We are forced to upgrade in order to close the barn door on 

 kown vulnerabilities.  Each upgrade comes with an expanded attack surface, which leads 
directly to new vulnerabilities. 
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A risk model cannot do justice to unknown unknowns.  We cannot possibly estimate the 
probability of something that, by definition, we know absolutely nothing about.  Such a number 
is nothing but an arbitrarily chosen safety margin. 
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Security may grow over time in tightly-controlled systems, but the more typical treadmill of 
vulnerabilities and mitigations suggests that it does not grow over time in general.  (Taking the 
target's perspective that the difficulty of exploits is irrelevant if they just keep on happening.) 
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Inventing a metric is only the beginning.  Hypotheses must be tested.  Measurements must be 
validated. 

 

 

This argument is not valid for products whose primary customer is the government, for 
regulated industries, or for long-lifecycle software.  It applies only to the mass market. 

We are familiar with studies showing that the cost of correcting defects is less if they are 
detected and corrected earlier in the process.  But as long as the market tolerates faulty 
software, the producer's cost can be lowered further by just never correcting the defects.  A lot 
of software is being produced as a consumable (or as part of a consumable) rather than a 
durable good.  Maintenance is minimized, and after a date certain the product is simply 
abandoned and the next product is rolled out. 

Within the mass market, the cost of poor security may even go negative:  a more secure 
product may be too difficult to configure, resulting in a competitive disadvantage.  Even if the 
cost of building security in is reduced to marginal as the strategic plan envisions, the business 
case may remain broken. 

This economic problem may overwhelm and obviate the measurement problem. 
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Empiricism is a useful strategy when we are overwhelmed by unknowns, but it must be used 
with great caution.  Correlation is not causation.  A good fit to past data does not ensure a good 
prediction.  Hypotheses must be tested.  Measurements must be validated.  Apply science. 
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Not addressed:  we also need software to be sufficiently functional running at least privilege 
that tricking users into granting excess permissions to trojans will no longer work. 
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3.9 Dynamical Proving That Security Issues Exist 

Dynamical Proving That Security Issues Exist 
Andrew V. Jones 
Vector Software, Inc. 
London, UK 
andrew.jones@vectorcast.com 
 
While static analyzers have given great benefit in processing and automatically checking large 
swathes of code, they still suffer from a high false-positive rate that leaves security engineers 
with a “needle in the haystack” when identifying the genuine vulnerabilities. 
 
We put forward that, from a security perspective, approaches based on the “synthesis” of 
executions leading to specific software issues (i.e., the automatic construction of a dynamic test 
exploiting a given vulnerability), will become a unique and powerful weapon in the security 
mitigation arsenal. 
 
The key benefit here is that these approaches can generate an “executable witness” through 
the code that demonstrates to a security practitioner exactly how a vulnerability can be 
exercised. Being executable is also crucial for the ever-growing market of IoT (internet of 
things) devices and CPS (cyber-physical systems), which are commonly targeted to embedded 
systems: there are real issues that may only be exploitable when run on the physical device. 
Furthermore, with IoT, we are seeing network-connected devices developed not using the 
traditional “web stack” (e.g., PHP, Apache, etc.), where 
security mitigations are commonly focused. This makes it hard to apply existing, “webstyle” 
penetration tools to such embedded devices, given their development is typically done in C or 
C++. 
 
Such a “dynamic analysis” approach has two major benefits: 
 

1. it can be used to verify that a given vulnerability has been “corrected” (in comparison to 
static analysis where a “warning” being removed could be a false-negative); and 

 
2. for any issues that are spurious or are mitigated at the system-level, the automatically 

constructed and executable tests can form the documentation. 
 
 

It is clear however that such dynamic approaches have a trade-off: zero false-positives (tool 
correctness allowing) at the expense of false-negatives. That is, while static analysis is “noisy” 
but (should) highlight all issues, a dynamic approach can only highlight what can be identified 
though unit/API-level testing, and through what the tool can create a test for (c.f., the halting 
problem). This is clearly a limitation, but the categories of issue detectable are still non-trivial; 
e.g., buffer overflows and NULL pointer issues are easily identifiable. 
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It is also possible to utilize such a “security-focused dynamic testing approach” to generate 
security metrics that can aid the practitioner in understanding and assessing the security of a 
given system. For example, the defect density (i.e., the ratio of defects per line of code) can be 
easily calculated given a set of identified vulnerabilities. Other relevant metrics include the 
“exploit depth”, that is, the length in the call chain from software entry to the location of 
vulnerability – a longer chain relates to more “missed opportunities” to mitigate against it. 
Similarly, the “attack surface” can also be enumerated by considering the source of any data 
related to the vulnerability (e.g., malicious data returned from a stub would be more serious 
than a function argument set directly via the test-tool). It is also possible to correlate the 
number of vulnerabilities detected with the “cyclomatic complexity” of a function. It follows 
that a function with a high complexity and a high number of vulnerabilities could be a weak 
point in the software that warrants further investigation. 
 
We have demonstrated a proof-of-concept of the proposed scheme with a Tier 1 automotive 
supplier in the US, and found numerous security issues that could lead to a denial-of-service 
attack. These were issues at the software “product” level, where out-of-context re-use is of 
greater concern, when compared to their constrained usage within a single project. The 
approach was also integrated into the security review process of open source projects for a 
worldwide German industrial manufacturer – the outcomes highlighted potential API (mis-)uses 
that could lead to exploits “in the field”. 
 
As always with security testing, we do not claim that dynamically executed tests are a golden 
panacea for software correctness; simply that they are another useful tool in attaining and 
preserving the overall (cyber)security of a given system. 
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3.10 Toward Evidence-Based Low-Defect software production, James Kirby Jr., US Naval Research 
Laboratory 

Toward Evidence-Based Low-Defect 
Software Production 

James Kirby Jr. 
Naval Research Laboratory 
james.kirby@nrl.navy.mil 

Introduction 
It’s hard to overstate the big bet that Defense, government, and industry have placed on computer 
software, this critical building material of the early 21st Century. All rely on software to deliver 
innovation in products and processes. Software provides as much as 90% of recent military aircraft 
functionality. Many previously mechanical, radio frequency, and chemistry-based products (e.g., 
automobiles, telephones, cameras) are now implemented by complex software driving computers 
embedded with sensors and actuators. [12] Much National Critical Infrastructure identified by Federal 
policy [15] is software-intensive, e.g., Communications, Financial Services, Healthcare and Public Health, 
Information Technology, Transportation Systems. Numerous important Federal initiatives are also 
software-intensive, e.g., Health IT, the National Strategic Computing Initiative (NSCI), Smart Cities and 
Connected Communities.  

There is broad-based dependence on software throughout the economy. Table 1 “which lists U.S. 
industry sectors employing more than 50,000 software [developers], illustrates the heterogeneous 
dependence on software production of an advanced, modern economy.” [13] The “software industry,” 
which includes software publishers and internet services, employs only about half of the more than 
175,000 software developers employed in the Information sector and less than 10% of the more than 
one million developers employed by all industry identified in Table 1. The software trade group, The App 
Association, found that only 10% of software developers are employed in Silicon Valley; the vast 
majority is widely spread across all 50 U.S. states.  [11] 

Table 1 Sectors employing more than 50,000 software [developers] 

Industry Sectors Developers (thousands) 
Manufacturing 147.9 
Wholesale Trade 59.5 
Information 175.2 
Finance & Insurance 99.2 
Professional, Scientific, Technical Services 530.3 
Management of Companies & Enterprises 54.9 
Total 1,067 

Because software is a critical building material, the source of that software is likewise critical. This paper 
uses the term software production to refer to three types of activities responsible for producing software: 
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• Software development, as widely understood. 

• Software sustainment, which evolves software throughout operational life as needs, understanding, 
technology, and infrastructure inevitably evolve. 

• Software assurance, which develops confidence that evolving software continues to exhibit critical 
properties. [13] 

The economics of meeting time-to-deliver and cost objectives favor the production of defective, 
vulnerable software. This paper considers the following lines from security researcher Crispin Cowan to 
reflect the common wisdom of software development today: 

"Perfect" (bug-free) software is impractically expensive and slow to produce, and so the vast 
bulk of consumer and enterprise software products are shipped when they are "good enough" 
but far from bug-free. As a consequence, there has been a constant struggle to keep attackers 
from exploiting these chronically inevitable bugs. [5] 

Another way of expressing this common wisdom is to say that developers and users are unable to 
develop and sustain in a timely and affordable manner software exhibiting low defect rates. Many 
software defects are software vulnerabilities, making them a significant obstacle to the success of 
cybersecurity efforts. Too, software defects are a considerable drag on the economy. Users avoiding and 
mitigating software defects may waste as much as 1% of GDP.  [10] 

Alternative software production technologies 
Enabling developers and users to develop and sustain low-defect software in a timely and affordable 
manner, which is critical to the US, requires improved software production technology guided by a 
deeper, evidence-based understanding. The third strategic theme of the NSCI, “Improve HPC [High 
Performance Computing] application developer productivity,” describes improved software production 
technology for HPC: “new approaches to building and programming HPC systems that make it possible 
to express programs at more abstract levels and then automatically map them onto specific machines.” 
[6] While there is much interest in reducing software vulnerabilities, industry is more likely to adopt 
technology that reduces time and effort to produce software with reduced vulnerabilities. Some 
promising alternative technologies to the prevalent labor-intensive hand-coding paradigm include: 

• Software product line engineering [4][14] constructs software products as instances of a family 
of similar products in an effort to rapidly produce and evolve high-quality software. Developers 
and users resolve decisions to identify a desired family member. The resolved decisions reflect 
differences in customer needs and engineering tradeoffs. 

• Model-driven development [8][9] generates software from models that specify software 
behavior. Developers and users create the models. 

• Synthesis formal methods [1][7] generate correct-by-construction implementations of domain-
specific high-level descriptions of desired behavior created by developers and users. 

• Program transformations. [3] Developers and users guide selection of transformations of formal 
designs to produce correct-by-construction code. 
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Improving software production technology and knowing it 
To have confidence that efforts to improve software production technology are succeeding, it is 
imperative to have evidence-based means to guide and evaluate them. The Goal/Question/Metric 
(GQM) paradigm [2] is an evidence-based approach to achieving an understanding that can provide 
guidance to fast, affordable production of low-defect software. Such an approach can help select 
improved alternative software production technologies and further refine them. GQM defines 
measurement in a top-down fashion based on goals. Identified goals are refined into a set of 
quantifiable questions, which imply metrics that guide data collection. Collected data provides the 
evidence-based view. 

Goals that could lead to evidence-based, low-defect software production and some corresponding 
quantifiable questions include: 

• Reduce defect rate of developed and sustained software. 

o What is the software defect rate? Where are defects inserted? Removed? 

• Reduce time to develop, sustain, and assure software. 

o How much time is required to develop, sustain, and assure software? Is time wasted? 

• Reduce effort to develop, sustain, and assure software. 

o How much effort is required to develop, sustain, and assure software? Is effort wasted? 
Is effort duplicated?  

• Widespread insertion of improved software production technology. 

o What technology are developers and users using? 

o What national investment is required to insert improved technology? 

o What software tools are available to support improved technology? Is there a healthy 
market to sustain them? 

Summary 
Software and its production are critical to Defense, government, and the economy. The economics of 
meeting time-to-deliver and cost objectives favor the production of defective, vulnerable software, 
which undermines cybersecurity and imposes considerable drag on the economy. Industry is more likely 
to adopt technology that reduces time and effort to produce software with reduced vulnerabilities. 
Enabling developers and users to develop and sustain low-defect software in a timely and affordable 
manner, which is critical to the US, requires improved software production technology. An evidence-
based approach to evaluating software production technologies can facilitate their successful selection 
and refinement.  
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3.11 Position Statement for July 12, 2016 Workshop 

 Carol Woody, Ph.D. 

 

USING MALWARE ANALYSIS TO REDUCE DESIGN WEAKNESSES 

Establishing that software has reduced security vulnerabilities needs to include consideration of the 
implemented software as it functions within a specific system context.  Lots of things can be counted, but 
useful security metrics must show that the software functions as intended and only as intended. Every 
acquisition and development activity is driven by requirements.  If it is not in the requirements (and 
requirements drive the contract which defines the acquisition) then it does not get done.    

The first challenge is to establish that the requirements define the appropriate security behavior and 
design addresses these security concerns. The second challenge is to establish that the completed product, 
as built, fully satisfies the specifications. Measures, therefore, must address requirements, design, 
construction, and test.  

Requirements must include appropriate consideration of the threats the software must be able to handle 
in the operational context.  Malware attacks are growing alarmingly but structured mechanisms to include 
data from known malware attacks into requirements and architecture processes are nonexistent.  SEI 
research has shown that when designs ignore these types of attacks, important security controls are 
omitted. Even those rare projects today that do some form of threat modeling fail to systematically 
consider prior successful exploits.  Evidence indicates that projects with detailed data about successful 
prior attacks are more likely to appropriately create critical mitigations.  This data exists but is not 
formulated in any structure that system and software engineers can understand and help stakeholders 
incorporate into requirements. 

Copyright 2016 Carnegie Mellon University 
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3.12 Measure Early and Measure Often – SWAMP, Miron Livny 

Measure early and Measure often – the Continuous Assurance framework of the 
Software Assurance Market Place (SWAMP)  

Miron Livny 

Director of the SWAMP Project 

Professor of Computer Science  

Morgridge Institute of Research 

 

Like any other complex system, early and frequent measurements of the properties of software artifacts 
throughout the design, implementation, and deployment phases significantly increase the impact of the 
obtained metrics on the quality of the observed software. The dynamic and diverse nature of software 
components, the metrics needed to assess the properties of software and the measurement 
technologies used to derive these metrics require a dependable and extensible framework that 
effectively automates the frequent derivation of the desired metrics.  

The freely available Open Source framework of the SWAMP has been developed by a joint effort of four 
academic institutions and funded by the S&T division of the DHS to provide a suite of easy to use, easy 
to deploy and easy to integrate continuous assurance capabilities. The framework brings together state-
of-the-art automation with the power of distributed High Throughput Computing technologies to 
manage the assessment of multiple software packages with multiple tools in a secure environment that 
enables controlled sharing across project boundaries. By offering a diverse collection of software 
packages and easy access to the GitHub repository, the open SWAMP facility supports developers of 
measurement tools who want to continuously evaluate their tools as they evolve through the design 
and implementation phases.  

Input and feedback from actual users and potential users has been invaluable to the effort to design and 
implement the capabilities of the SWAMP. The workshop will provide us with a unique opportunity to 
present the current capabilities of the SWAMP and exchange ideas, challenges, requirements and 
solution with individuals who are committed to advance software security through a comprehensive 
approach to the measurement and assessment of software artifacts and the processes of designing, 
developing, operating and maintain complex software stacks.    
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