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SPECIAL PUBLICATION 800-57
RECOMMENDATION FOR KEY MANAGEMENT
Part 1: General Guideline

Since this document is under development, the reader should be aware that portions of the
document may change during the continuing development process.

NIST requests that comments on this document be provided by April 3, 2003, although
comments will be accepted at any time. Please send comments to GuidelineComments@nist.gov.
Since two parts of this draft Recommendation are being posted for comment, please indicate
which document is being commented on Thanks.

This document contains the following specific questions that NI ST would like feedback on:

Page 96, Section 8.8.1, no. 3: Are there any other applications for which collisionsare a
concern?

Page 96, Section 8.8.1, no. 4: Are there other applications that do not have collision concerns?

Page 99, Section 8.8.2: For 112 bit of security, should the output of SHA-256 be truncated to 224
bits, should truncation not be allowed, or should truncation be optional ?

Page 100, Section 8.8.3, no 4: Are there other combinations to be considered?

Page 122, Appendix C: Appendix C has been provided to invite comment on the use of
passwords for the generation of cryptographic keys. Some or all of this material may be provided
in another document at a later time.
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KEY MANAGEMENT GUIDELINE

Part 1: General Guidance

1. INTRODUCTION

Cryptographic mechanisms are one of the strongest ways to provide security services for
electronic applications and protocols and for data storage. The National Institute of Standards
and Technology (NIST) publishes Federal Information Processing Standards (FIPS) that specify
cryptographic techniques for protecting sensitive unclassified information.

Since NIST published the Data Encryption Standard (DES) in 1977, a suite of approved
standardized algorithms has been growing. New classes of algorithms have been added, such as
secure hash agorithms and asymmetric key algorithms for digital signatures. The suite of
algorithms now provides different levels of cryptographic strength through a variety of key sizes.
The algorithms may be combined in many ways to support increasingly complex protocols and
applications. While a FIPS is mandatory for U.S. government agencies using cryptography for
the protection of their sensitive unclassified information, a FIPS may also be followed, on a
voluntary basis, by other organizations that want to implement sound security principlesin their
computer systems.

The proper management of cryptographic keys is essential to the effective use of cryptography
for security. Keys are analogous to the combination of asafe. 1f the combination becomes
known to an adversary, the strongest safe provides no security against penetration. Similarly,
poor key management may easily compromise strong algorithms. Ultimately, the security of
information protected by cryptography directly depends on the strength of the keys, the
effectiveness of mechanisms and protocols associated with keys, and the protection afforded the
keys. Cryptography can be rendered ineffective by the use of weak products, inappropriate
algorithm pairing, poor physical security, and the use of weak protocols.

All keys need to be protected against modification, and secret and private keys need to be
protected against unauthorized disclosure. Key management provides the foundation for the
secure generation, storage, distribution, and destruction of keys. Another role of key
management is key maintenance, specifically, the update/replacement of keys.

1.1  Goal/Purpose

Users and developers are presented with many new choices in their use of cryptographic
mechanisms. Inappropriate choices may result in an illusion of security, but little or no real
security for the protocol or application. Basic key management guidance is provided in [SP800-
21]. This guideline (i.e., SP 800-57) expands on that guidance, provides background information
and establishes frameworks to support appropriate decisions when selecting and using
cryptographic mechanisms.
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1.2 Audience

The audiences for the Key Management Guideline include system or application owners and
managers, cryptographic module developers, protocol developers, and system administrators.
The guideline has been provided in three parts. The different parts into which the guideline has
been divided have been tailored to specific audiences.

Part 1 of the document provides general key management guidance that is intended to be useful
to both system developers and system administrators. Cryptographic module developers may
benefit from this general guidance through a greater understanding of key management features
required to support specific intended ranges of applications. Protocol developers may identify
key management characteristics associated with specific suites of algorithms and gain a greater
understanding of the security services provided by those algorithms. System administrators may
use this document to determine which configuration settings are most appropriate for their
information.

Part 2 of the guideline is tailored for system or application owners for use in identifying
appropriate organizational key management infrastructures, establishing organizational key
management policies, and specifying organizational key management practices and plans.

Part 3 of the guideline is intended to provide guidance to systemadministrators regarding the use
of cryptographic algorithms in specific applications, select products to satisfy specific
operational environments, and configure the products appropriately.

Though some background information and rationale are provided for context and to support the
guideline' s recommendations, the guideline assumes that the reader has a basic understanding of
cryptography. For background material, readers may look to avariety of NIST and commercial
publications. [SP800-21] includes a brief introduction to cryptography. [SP 800-5] and [IPKI]
provide an introduction to public key infrastructure. A mathematical review of cryptography and
cryptographic algorithmsis found in [HAC] and [AC].

1.3  Scope

This guideline encompasses cryptographic agorithms, infrastructures, protocols, and
applications, and the management thereof. All cryptographic algorithms currently approved by
NIST for the protection of unclassified but sensitive information are in scope. Cryptographic
infrastructures that are commonly used to distribute keys for approved al gorithms are considered,
such as Kerberos and the X.509 public key infrastructure. The guideline addresses those
protocols and applications that are widely used by Federal agencies (e.g., suchas TLYS).

This guideline focuses on issues involving the management of cryptographic keys:. their
generation, use, and eventual destruction. Related topics, such as algorithm selection and
appropriate key size, cryptographic policy, and cryptographic module selection, are also included
in this guideline. Some of the topics noted above are addressed in other NIST standards and
guidance. For example, a public key infrastructure is addressed in [IPKI]. This guideline
supplements more focused standards and guidelines.

This guideline does not address implementation details for cryptographic modules that may be
used to achieve the security requirements identified. These details are addressed in [SP 800-21],
[FIPS 140-2], and the derived test requirements (available at http://csrc.nist.gov/cryptval/).

10
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This guideline also does not address the requirements or procedures for operating an archive
other than discussing the types of keying material that are appropriate to include in an archive
and the protection to be provided to the archived keying material.

This guideline often uses “requirement” terms; these terms have the following meaning in this
document:

1. shall: Thisterm isused to indicate a requirement of a Federal Information Processing
Standard (FIPS) or arequirement that must be fulfilled to claim conformance to this
Recommendation. Note that shall may be coupled with not to become shall not.

2. should: Thisterm is used to indicate very important guidance. While the guidance may
not be stated in a FIPS, ignoring the requirement could result in undesirable results. Note
that should may be coupled with not to become should not.

1.4  Relationship to FIPS
FIPS security standards are valuable because:

1. They establish an acceptable minimal level of security for U.S. government systems.
Systems that implement these standards offer a consistent level of security approved for
sensitive, unclassified government data.

2. They often establish some level of interoperability between different systems that
implement the stardard. For example, two products that both implement the Advanced
Encryption Standard (AES) cryptographic algorithm have the potentia to interoperate,
provided that the other functions of the product are compatible.

3. FIPS standards often provide for scalability because the U.S. government requires
products and techniques that can be effectively applied in large numbers.

4. FIPS are scrutinized by the U.S. government to assure that they provide an adequate level
of security. Thisreview is performed by U.S. government experts in addition to the
reviews performed by the public.

5. FIPS techniques are re-assessed every five years for their continued effectiveness. If any
technique is found to be inadequate for the continued protection of government
information, the standard is revised or discontinued.

6. Severa of the cryptography-based FIPS (e.g., DES, TDES, SHA-1, DSA, and
Cryptographic Modules) have required conformance tests. These tests are performed by
accredited laboratories on vendor products that claim conformance to the standards.
Vendors are permitted to modify nornconforming products so that they meet all
requirements. Users of validated products can have a high degree of confidence that
validated products conform to the standard.

Since 1977, NIST has built up a standards "toolbox™ of FIPS security standards that form a basis
for the implementation of strong cryptography. This guideline refers to many of those standards
and provides guidance on how they may be properly used to protect sensitive information.

15 Content and Organization
The guideline is written for several different audiences and is divided into three parts.

11
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Part 1, General Guidance, contains basic key management guidance. It is intended to advise
developers and system administrators on the "best practices’ associated with key management.

1. Section 1, Introduction, establishes the purpose, scope and intended audience of the Key
Management Guideline

2. Section 2, Glossary of Terms and Acronym, provides definitions of terms and acronyms
used in this part of the Key Management Guideline. The reader should be aware that the
terms used in this guideline may be defined differently in other documents.

3. Section 3, Security Services, defines the security services that may be provided using
cryptographic mechanismes.

4. Section 4, Cryptographic Algorithms, provides background information regarding the
cryptographic algorithms that use cryptographic keying material.

5. Section 5, Protection Requirements for Cryptographic Information, classifies the
different types of keys and other cryptographic information according to their functions,
specifies the protection that each type of information requires and identifies methods for
providing this protection. These protection requirements are of particular interest to
cryptographic module vendors and application implementers.

6. Section 6, Key States, identifies the states in which a cryptographic key may exist during
its lifetime.

7. Section 7, Key Management Functions, identifies the multitude of functions involved in
key management. This section is of particular interest to cryptographic module vendors
and developers of cryptographic infrastructure services.

8. Section 8, General Key Management Guidance, discusses a variety of key management
issues related to the keying material identified in Section 5. Topics discussed include key
usage, cryptoperiod length, domain parameter validation and public key validation,
accountability, audit, key management system survivability, guidance for cryptographic
algorithm and key size selection, and specific guidance for the use of the key
establishment schemes identified in [SP 800-56].

Part 2, General Organization and Management Requirements is intended primarily to
address the needs of system owners and managers. It provides a framework and general
guidance to support establishing cryptographic key management within an organization and a
basis for satisfying key management aspects of statutory and policy security planning
requirements for Federal government organizations. Section 1, Introduction, discusses the
organization of Part 2. Section 2, Key Management Infrastructures, describes a generic key
management infrastructure. The infrastructure described is an adaptation of the Public Key
Infrastructure (PK1) and other widely employed key management infrastructures to provide a
Key Management Infrastructure for the management of both public and secret keying
material in support of a broad range of cryptographic services. Section 3, Key Management
Policy and Practices, provides guidance for the development of organizational key
management policy statements, key management practices statements, and security plans that
may be needed in support of institutional use of cryptography. Section 4, Information
Technology System Security Plans, suggests key management planning and requirements that
may be appropriate for inclusion in Mg or Applications Security Plans and General Support
Systems Security Plans for major systems that apply cryptography. Section 5, Key
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Management Plans for Cryptographic Devices or Applications, identifies planning and
documentation that are useful for describing the set of key management products and
services that may be required by a cryptographic device or application throughout its
lifetime.

Part 3, Implementation-Specific Key Management Guidance, is intended to address the key
management issues associated with currently available implementations.

3.1 Section 1, Selected Infrastructures, is provides guidance on key management issues
associated with widely deployed key establishment infrastructures. This section addresses
key management requirements for both the infrastructure and its users. This section is of
particular interest to parties developing or deploying infrastructures for key establishment.
System and application owners may use this section to determine whether a particular
infrastructure supports the security services required for their information.

3.2 Section 2, Selected Protocols, provides guidance in the use of common cryptogragphic
protocols. Developers may use this section to identify important implementation details.
System and application owners may use this section to establish configuration parameters
appropriate for their information.

3.3 Section 3, Selected Applications, provides guidance on the use of cryptographic
algorithms in gpplications. System administrators can use this text to select products and
configure them appropriately.

Appendices are provided to supplement the main text in each part where a topic demands a more
detailed treatment.
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2 Glossary of Terms and Acronyms

Definitions provided below are defined as used in this document. The same terms may be
defined differently in other documents.

21  Glossary
Access authority

Access control

Accountability

Approved

Archive
Association

Asymmetric key
algorithm

Authentication
Authentication code
Authorization

Availability
Backup
Certificate

Certification authority

Ciphertext

Caollision

An entity responsible for monitoring and granting access privileges for
other authorized entities.

Restricts access to resources only to privileged entities.

A property that ensures that the actions of an entity may be traced
uniquely to that entity.

FIPS-Approved and/or NIST-recommended. An algorithm or
technique that is either 1) specified in a FIPS or NIST
Recommendation, or 2) adopted in a FIPS or NIST Recommendation
and specified either in an appendix to the FIPS or NIST
Recommendation, or in a document referenced by the FIPS or NIST
Recommendation.

See Key management archive.

A relationship for a particular purpose. For example, akey is
associated with the application or process for which it will be used.

See Public key cryptographic algorithm.

A process that establishes the origin of information, or determines an
entity’s identity.

A cryptographic checksum based on an Approved security function
(also known as a Message Authentication Code).

Access privileges granted to an entity; conveys an “official” sanction to
perform a security function or activity.

Timely, reliable access to information by authorized entities.
A copy of information to facilitate recovery, if necessary.
See public key certificate.

The entity in a Public Key Infrastructure (PKI) that is responsible for
Issuing certificates, and exacting compliance to a PKI policy.

Datain its encrypted form.

Two or more distinct inputs produce the same output. Also see hash
function.
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Compromise

Confidentiality

Contingency plan

Cryptanalysis

Cryptographic key
(key)

Cryptographic key
component (key
component)

Cryptographic module
Cryptomodule
Cryptoperiod

Data key, Data
encrypting key
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The unauthorized disclosure, modification, substitution or use of
sensitive data (e.g., keying material and other security related
information).

The property that sensitive information is not disclosed to unauthorized
entities.

A plan that is maintained for disaster response, backup operations, and
post-disaster recovery to ensure the availability of critical resources
and to facilitate the continuity of operations in an emergency situation.

1. Operations performed in defeating cryptographic protection without
an initial knowledge of the key employed in providing the
protection

2. The study of mathematical techniques for attempting to defeat
cryptographic techniques and information system security. This
includes the process of looking for errors or weaknesses in the
implementation of an agorithm or of the algorithm itself.

A parameter used in conjunction with a cryptographic algorithm that
determines its operation in such away that an entity with knowledge of
the key can reproduce or reverse the operation, while an entity without
knowledge of the key cannot. Examples include:

1. thetransformation of plaintext datainto ciphertext data,
the transformation of ciphertext data into plaintext data,
the computation of adigital signature from data,

the verification of adigital signature,

the computation of an authentication code from data,

S L O A

the verification of an authentication code from data and a
received authentication code,

7. the computation of a shared secret that is used to derive keying
material.

One of a least two parameters that have the same format as a
cryptographic key; parameters are combined in an Approved security
function to form a plaintext cryptographic key before use.

The set of hardware, software, and/or firmware that implements
Approved security functions (including cryptographic algorithms and
key generation) and is contained within the cryptographic boundary.

See cryptographic module.

The time span during which a specific key is authorized for use or in
which the keys for a given system or application may remain in effect.

A cryptographic key that is used to cryptographically protect data (e.g.,
encrypt, decrypt, authenticate).
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Data integrity

Decryption

Digital signature

Didtribution
Encrypted key

Encryption

Entity
Ephemeral keys

Hash-based message
authentication code
(HMAC)

Hash function

Hash value

Initialization vector
(V)
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A property whereby data has not been altered in an unauthorized
manner since it was created, transmitted or stored.

In this guideline, the statement that a cryptographic algorithm
"provides data integrity” means that the algorithm is used to detect
unauthorized alterations.

The process of changing ciphertext into plaintext using a cryptographic
algorithm and key.

The result of acryptographic transformation of data that, when
properly implemented, provides the services of:

1. origin authentication

2. dataintegrity, and

3. signer nortrepudiation.
See key distribution.

A cryptographic key that has been encrypted using an Approved
security function with akey encrypting key in order to disguise the
value of the underlying plaintext key.

The process of changing plaintext into ciphertext using a cryptographic
agorithm and key.

An individua (person), organization, device or process.

Short-lived cryptographic keys that are statistically unique to each
execution of a key establishment process and meets other requirements
of the key type (e.g., unique to each message or session).

A message authentication code that uses an Approved keyed hash
function.

A function that maps a bit string of arbitrary length to a fixed length bit
string. Approved hash functions satisfy the following properties:

1. (One-way) It is computationally infeasible to find any input that
maps to any pre-specified output, and

2. (Collision free) It is computationally infeasible to find any two
distinct inputs that map to the same output.

The result of applying a hash function to information.

A vector used in defining the starting point of an encryption process
within a cryptographic algorithm.
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Integrity

Key agreement

Key component
Key confirmation
Key de-registration

Key distribution

Key encrypting key

Key establishment

Keying material
installation

Key management

Key management
archive

Key Management
Policy

Key Management
Practices Satement

January 2003 DRAFT

The property that sensitive data has not been modified or deleted in an
unauthorized and undetected manner.

In this guideline, the statement that a cryptographic algorithm
"provides integrity" means that the algorithm is used to detect
unauthorized modifications or deletions.

A key establishment protocol whose resultant keying material is a
function of information contributed by two or more participants, so that
no party can predetermine the value of the keying material.

See cryptographic key component.
A method of determining that an entity has the correct keying material.

A stage in the lifecycle of keying material; the removal of 2! records of
keying material that was registered by aregistration authority.

The transport of a key and other keying material from an entity that
either owns the key or generates the key to another entity that is
intended to use the key.

A cryptographic key that is used for the encryption or decryption of
other keys.

A stagein the lifecycle of keying material; the process by which
cryptographic keys are securely distributed among cryptographic
modules using manual transport methods (e.g., key loaders), automated
methods (e.g., key transport and/or key agreement protocols), or a
combination of automated and manua methods (consists of key
transport plus key agreement).

A stage in the lifecycle of keying material; the installation of keying
material for operationa use.

The activities involving the handling of cryptographic keys and other
related security parameters (e.g., Vs and passwords) during the entire
life cycle of the keys, including their generation, storage,
establishment, entry and output, and destruction.

A stage in the lifecycle of keying material; a repository containing
keying materia of historical interest.

The Key Management Policy is a high-level statement of
organizational key management policies that identifies high-level
structure, responsibilities, governing standards and guidelines,
organizational dependencies and other relationships, and security
policies.

The Key Management Practices Statement is a document or set of
documentation that describes in detail the organizational structure,
responsible roles, and organization rules for the functions identified in
the Key Management Policy.

17



DRAFT

Key pair

Key recovery

Key registration

Key revocation

Key share
Key transport

Key update

Key wrapping
Key wrapping key
Keying material
Label

Manual key transport

Message
authentication code
(MAC)

Nonce
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A public key and its corresponding private key; akey pair is used with
apublic key agorithm.

A stage in the lifecycle of keying material; mechanisms and processes
that allow authorized entities to retrieve keying material from key
backup or archive.

A stage in the lifecycle of keying material; the process of officially
recording the keying material by aregistration authority.

A stagein the lifecycle of keying material; a process whereby a notice
Is made available to affected entities that keying material should be
removed from operational use prior to the end of the established
cryptoperiod of that keying material.

[Will not be addressed at this time.]

Secure transport of cryptographic keys from one cryptographic module
to another module. When used in conjunction with a public key
(asymmetric) algorithm, keying material is ercrypted using a public
key and subsequently decrypted using a private key. When used in
conjunction with a symmetric algorithm, key transport is known as key
wrapping.

A stage in the lifecycle of keying material; alternate storage for
operational keying material during its cryptoperiod.

Encrypting a symmetric or asymmetric key using a symmetric key (the
key encrypting key). A key used for key wrapping is known as a key
encrypting key.

A symmetric key encrypting key.

The data (e.g., keys and 1Vs) necessary to establish and maintain
cryptographic keying relationships.

Information that either identifies an associated parameter or provides
information regarding the parameter’ s proper protection and use.

A non-electronic means of transporting cryptographic keys by
physically moving a device, document or person containing or
possessing the key or a key component.

Datathat is associated with authenticated information that allows an
entity to verify the integrity of the information.

A time-varying value that has, at most, a negligible chance of
repeating. For example, anonce could be arandom value that is
generated anew for each instarnce of a nonce, a timestamp, a sequence
number, or some combination of these.
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Non-repudiation

Operational storage
Operational use

Owner

Originator usage
period

Password

Period of protection
Plaintext

Private key

Proof-of-possession
(POP)

Pseudorandom
number generator
(PRNG)
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A service that is used to provide proof of the integrity and origin of
data in such away that the integrity and origin can be verified by a
third party as having originated from a specific entity in possession of
the private key of the nominal originator.

A stage in the lifecycle of keying material; the normal storage of
operational keying materia during its cryptoperiod.

A stagein the lifecycle of keying material; a stage whereby keying
material is used for standard cryptographic purposes.

For an asymmetric key pair, the entity that owns the private key,
whether that entity generated the key pair, or atrusted party generated
the key pair for the entity.

The period of time in the cryptoperiod of a symmetric key during
which cryptographic protection may be applied to data.

A string of characters (letters, numbers and other symbols) thet are
used to authenticate an identity or to verify access authorization.
Guidance on the creation and use of passwordsis provided in SP-XXX.

The period of time during which keying material needs to be protected.

Intelligible data that has meaning and can be understood without the
application of decryption.

A cryptographic key, used with a public key cryptographic algorithm,
that is uniquely associated with an entity and is not made public. In an
asymmetric (public) cryptosystem, the private key is associated with a
public key. The private key is known only by the owner of the key pair
and is used to:

1. Compute the corresponding public key,

2. Compute a digital signature that may be verified by the
correspording public key,

3. Decrypt data that was encrypted by the corresponding public key,
or

4. Compute a piece of common shared data, together with other
information.

A verification process whereby it is proven that the owner of a key pair
actually has the private key associated with the public key.

An agorithm that produces a sequence of bits that are uniquely
determined from an initial value called a seed. The output of the PRNG
“appears’ to be random, i.e., the output is statistically indistinguishable
from random values. A cryptographic PRNG has the additional
property that the output is unpredictable, given that the seed is not
known.
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Public key

Public key certificate

Public key
(asymmetric)

cryptographic
algorithm

Public Key
Infrastructure (PKI)

Public seed
Random number
generator (RNG)

Recipient usage period

RSA

Secret key
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A cryptographic key used with a public key cryptographic algorithm
that is uniquely associated with an entity and that may be made public.
In an asymmetric (public) cryptosystem, the public key is associated
with a private key. The public key may be known by anyone and is
used to:

1. Verify adigital signature that is signed by the corresponding
private key,

2. Encrypt data that can be decrypted by the corresponding private
key, or

3. Compute a piece of shared data.

A set of data that uniquely identifies an entity, contains the entity's
public key and possibly other information, and is digitally signed by a
trusted party, thereby binding the public key to the entity. Additional
information in the certificate could specify how the key is used and its
cryptoperiod.

A cryptographic agorithm that uses two related keys, a public key and
aprivate key. The two keys have the property that determining the
private key from the public key is computationally infeasible.

A framework that is established to issue, maintain and revoke public
key certificates.

A starting value for a pseudorandom number generator. The value
produced by the random number generator may be made public. The
public seed is often called a“ salt”.

A process used to generate an unpredictable series of numbers. Each
individual value is called random if each of the valuesin the tota
population of values has an equal probability of being selected.

The period of time during the cryptoperiod of a symmetric key when
protected information is processed. The recipient usage period of the
key is usualy identica to the cryptoperiod of that key.

The public key algorithm that was developed by Rivest, Shamir, and
Adleman.

A value that may be publicly known and is sometimes used in
cryptographic processes.

A cryptographic key that is used with a secret key (symmetric)
cryptographic algorithm, that is uniquely associated with one or more
entities and is not be made public. The use of the term “secret” in this
context does not imply a classification level, but rather implies the
need to protect the key from disclosure.
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Secret seed

Secure communication
protocol

Security domain

Security services

SHf-signed certificate

Shall

Shared secret

Should

Sgnature generation

Sgnature verification

Solit knowledge
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A secret value that used to initialize a pseudorandom number
generator. The resulting value from the random number generator
remains secret or private.

A communication protocol that provides the appropriate
confidentiality, authentication and content integrity protection.

A system or subsystem that is under the authority of a single trusted
authority. Security domains may be organized (e.g., hierarchically) to
form larger domains.

Mechanisms used to provide confidentiality, data integrity,
authentication or nonrepudiation of information.

A public key certificate whose digital signature may be verified by the
public key contained within the certificate. The signature on a self-
signed certificate protects the integrity of the data, but does not
guarantee authenticity of the information. The trust of self-signed
certificates is based on the secure procedures used to distribute them.

Thisterm is used to indicate a requirement of a Federal Information

processing Standard (FIPS) or arequirement that must be fulfilled to
claim conformance to this Recommendation. Note that shall may be
coupled with not to become shall not.

A value that is generated during a key agreement process; the shared
secret istypicaly used to derive keying material for a symmetric key
agorithm.

Thisterm is used to indicate a very important requirement. While the
“requirement” is not stated in a FIPS, ignoring the requirement could
result in undesirable results. Note that should may be coupled with not
to become should not.

Uses adigital signature algorithm and a private key to generate a
digital signature on data.

Uses adigital signature algorithm and a public key to verify adigital
signature.

A procedure whereby a cryptographic key is handled as multiple key
components from the time that the key or the separate key components
are generated until the key components are combined for use. Each key
component provides no knowledge of the ultimate key. The key may
be created and then split into the key components, or may be created as
separate key components. The key components are output from the
generating cryptographic module(s) to separate entities for individual
handling, and subsequently input separately into the intended
cryptographic module and combined to form the ultimate key. Note: A
suitable combination function is not provided by simple concatenation;
e.g., it is not acceptable to form an 80 bit key by concatenating two 40-
bit key components.
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Satic keys

Satistically unique

Symmetric key
Symmetric key
algorithm

Systeminitialization

Threat

Trust anchor

Unauthorized
disclosure

User initialization

User registration

Work

X.509 certificate

X.509 public key
certificate
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Static keys are relatively long-lived and are common to a number of
executions of a given algorithm.

For the generation of n-bit quantities, the probability of two values
repeating is less than or equal to the probability of two n-bit random
quantities repeating.

A single cryptographic key that is used with a secret (symmetric) key
algorithm.

A cryptographic algorithm that uses one shared key, a secret key.

A stage in the lifecycle of keying material; setting up and configuring a
system for secure operation.

Any circumstance or event with the potential to adversely impact a
system through unauthorized access, destruction, disclosure,
modification of data or denial of service.

A public key and the name of a certification authority that is used to
validate the first certificate in a sequence of certificates. The trust
anchor public key is used to verify the signature on a certificate issued
by atrust anchor certification authority. The security of the validation
process depends upon the authenticity and integrity of the trust anchor.
Trust anchors are often distributed as self-signed certificates.

An event involving the exposure of information to entities not
authorized access to the information.

A stage in the lifecycle of keying material; the process whereby a user
initializes its cryptographic application (e.g., installing and initiaizing
software and hardware).

A stage in the lifecycle of keying material; a process whereby an entity
becomes a member of a security domain.

The expected time to break a cipher with a given resource. For
example, 12 MIPS years would be the amount of work that one
computer, with the capability of processing a Million Instructions Per
Second, could do in 12 years. The same amount of work could be done
by 12 such computer in one year.

The ISO/ITU-T X.509 standard defined two types of certificates — the

X.509 public key certificate, and the X.509 attribute certificate. Most

commonly (including this document), an X.509 certificate refers to the
X.509 public key certificate.

The public key for a user (or device) and a name for the user (or
device), together with some other information, rendered unforgeable by
the digital signature of the certification authority that issued the
certificate, encoded in the format defined in the ISO/ITU-T X.509
standard.
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2.2  Acronyms
The following abbreviations and acronyms are used in this standard:

2DES
3DES
AES
ANS
CA
CKL
CRC
CRL
DEK
DSA
ECDSA
FIPS
HMAC
A%
KEK
LAN
MAC
NIST
OomMB
PKI
POP
PRNG
RA
RNG
RSA
TDES
TLS

Two key Triple DES

Three key Triple DES

Advanced Encryption Standard specified in FIPS 197.
American National Standards Institute

Certification Authority

Compromised Key List

Cyclic Redundancy Check

Certificate Revocation List

Data Encryption Key

Digital Signature Algorithm specified in FIPS 186-2.
Elliptic Curve Digita Signature Algorithm specified in ANSI X9.62.
Federal Information Processing Standard.
Keyed-Hash Message Authentication Code specified in FIPS 198.
Initialization Vector.

Key Encrypting Key

Local Area Nework

Message Authentication Code

National Institute of Standards and Technology
Office of Management and Budget

Public Key Infrastructure

Proof-of-Possession

Pseudorandom Number Generator

Registration Authority

Random Number Generator

Rivest, Shamir, Adelman (an agorithm)

Triple Data Encryption Standard; Triple DES
Transport Layer Security
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3. Security Services

Cryptography may be used to perform several basic security services. confidentiality, data
integrity, authentication, authorization and non-repudiation. These services may also be required
to protect cryptographic keying material. In addition, there are other cryptographic and non
cryptographic mechanisms that are used to support these security services. In general, asingle
cryptographic process often provides more than one service (e.g., the use of digital signatures
can provide integrity, authentication and nonrepudiation).

Appendix A.1 provides adiscussion of cryptographic and non-cryptographic methods for
providing data integrity and authentication services in communication protocols.

3.1 Confidentiality

Confidentiality is the property whereby information is not disclosed to unauthorized parties.
Secrecy and privacy are terms that are often used synonymously with confidentiality.

Confidentiality that is achieved using cryptography makes use of encryption to render the
information unintelligible except by authorized entities. The information may become intelligible
again by using decryption.

3.2 Datalntegrity

Data integrity is the property whereby data is not modified in an unauthorized manner; this
includes the insertion, deletion and substitution of data. Cryptographic algorithms can be used to
detect errors in the information (i.e., detect that the information has been modified). Absolute
protection against modification is not possible. However, well-designed detection mechanisms
can be used to support the maintenance of data integrity.

Cryptographic mechanisms, such as message authentication codes or digital signatures, can be
used to detect (with a high probability) both accidental modifications (e.g., modifications that
sometimes occur during noisy transmissions or by hardware memory failures), and deliberate
modifications by an adversary with a very high probability. Non-cryptographic mechanisms are
also often used to detect accidental modifications, but cannot be relied upon to detect deliberate
modifications. A more detailed treatment of this subject is provided in Appendix A.1.

In this guideline, the statement that a cryptographic algorithm "provides data integrity" means
that the algorithm is used to detect unauthorized alterations.

3.3  Authentication

Authentication is a service that is used to establish the origin of information. That is,
authentication services verify the identity of the user or system that created information (e.g., a
transaction or message). This service supports the receiver in security relevant decisions, such as
“Is the sender an authorized user of this system?” or “Is the sender permitted to read sensitive
information?” Several cryptographic mechanisms may be used to provide authentication
services. Most commonly, authentication is provided by digital signatures or message
authentication codes; some key agreement techniques aso provide authentication.
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34 Authorization

Authorization is concerned with providing an official sanction or permission to perform a
security function or activity. Normally, authorization is granted following a process of
authentication. A non-cryptographic analog of the interaction between authentication and
authorization is the examination of an individual’s credentials to establish their identity
(authentication); upon proving identity, the individual is then provided with the key or password
that will allow access to some resource, such as alocked room (authorization).

35  Non-repudiation

Non-repudiation is a service that is used to provide proof of the integrity and origin of datain
such away that the integrity and origin can be verified by athird party. This service prevents an
entity from successfully denying involvement in a previous action. Non-repudiation is provided
cryptographically by the use of adigital signature that is calculated by a private key known only
by the entity that computes the digital signature.

3.6  Support Services

Cryptographic security services often require supporting services. For example, cryptographic
services often require the use of key establishment and random number generation services.

3.7  Combining Services

In many applications a combination of cryptographic services (confidentiality, data integrity,
authentication, authorization, and non-repudiation) is desired. Designers of secure systems often
begin by considering which security services are needed to protect the information contained
within and processed by the system. After these services have been determined, the designer
then considers what mechanisms will best provide these services. Not al mechanisms are
cryptographic in nature. For example, physical security may be used to protect the
confidentiality of certain types of data, and identification badges or biometric identification
devices may be used for entity authentication. However, cryptographic mechanisms consisting
of algorithms, keys, and other keying materia often provide the most cost-effective means of
protecting the security of information. Thisis particularly true in applications where the
information would otherwise be exposed to unauthorized entities.

When properly implemented, some cryptographic algorithms provide multiple services. The
following examples illustrate this case:

1. A message authentication code (Section 4.2.3) can provide authentication as well as data
integrity if the symmetric keys are unique to eachpair of users.

2. A digital signature algorithm (Section 4.2.4) can provide authentication and data
integrity, as well as non-repudiation.

3. Certain modes of encryption can provide confidentiality, data integrity, and
authentication when properly implemented. These modes should be specifically
designed to provide these services.

However, it is often the case that different algorithms must be employed in order to provide all
the desired services.
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For example, suppose that the secure exchange of information between pairs of Internet
entitiesis needed. Some of the exchanged information requires just integrity protection,
while other information requires both integrity and confidentiality protection. Itisalsoa
requirement that each entity that participates in an information exchange knows the identity
of the other entity.

The designers of this system decided that a Public Key Infrastructure (PK1) would be
established and that each entity wishing to communicate securely would be required to
physically authenticate their identity at a Registration Authority (RA). This authentication
would require the presentation of proper credentials such as adriver’s license, passport, or
birth certificate. The authenticated individuals would then generate a static public key pair in
asmart card that would be used for key agreement (i.e., key establishment). The public static
key agreement key of each net member would be transferred from the smart card to the RA
where it is incorporated with the user identity and other information into a digitally signed
message for transmission to a Certificate Authority (CA). The CA would then compose the
user’s public key certificate by signing the public key of the user and the user’ sidentity along
with other information. This certificate is returned to the public key owner so that it may be
used in conjunction with the private key (under the sole control of the owner) for entity
authentication and key establishment purposes.

Any two entities wishing to communicate may exchange public key certificates containing
that are checked by verifying the CA signature on the certificate (using the CA public key).
The public static key agreement key of each entity and each entity's own private static key
agreement key is then used in akey establishment scheme to produce a secret value shared
between the two entities. The shared secret may then be used to derive one or more shared
symmetric keys. If the mode of the symmetric encryption algorithm is designed to support
al the desired services, then only one shared key is necessary. Otherwise multiple shared
keys and algorithms could be used. One of the shared keys could be used to encrypt for
confidentiality, while another key could be used for integrity and authentication. The
receiver of the data protected by the key(s) would have assurance that the data came from the
other entity indicated by the public key certificate, that the data remained confidential, and
that the integrity of the data was preserved.

Alternatively, if confidentiality were not required, integrity protection, entity authentication,
and nontrepudiation could be attained by establishing a signature key pair and corresponding
certificate for each entity. The private signature key of the sender would be used to sign the
data, and the sender's public signature verification key would be used by the receiver to
verify the signature. In this case a single algorithm provides all three services.

The above example provides a basic sketch of how cryptographic agorithms may be used to
support multiple security services. However, it can be easily seen that the security of such a
system depends on many factors including:

a. Thestrength of the entity’s credentials (e.g., driver’slicense, passport, or birth certificate)
and authentication mechanism,

b. The strength of the cryptographic agorithms used,
c. Thedegree of trust placed in the RA and the CA,
d. The strength of the key establishment protocols, and
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The care of the users to protect their smart cards (and thus, their keys) from unauthorized use.

Therefore the design of a security system that provides desired security services by making use
of cryptographic algorithms and sound key management techniques requires a high degree of
skill and expertise.
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4. Cryptographic Algorithms

FIPS-approved or NIST-recommended cryptographic algorithms shall be used whenever
cryptographic services are required. These Approved agorithms have received an intensive
security analysis prior to their approval and continue to be examined to determine that the
algorithms provide adequate security. Most cryptographic algorithms require cryptographic keys
or other keying material. In some cases, an algorithm may be strengthened by the use of larger
keys. This guideline advises the users of cryptographic mechanisms on the approved choices of
algorithms and key sizes.

This section describes the Approved cryptographic algorithms that provide security services such
as confidentiality, data integrity, authentication, authorization, non-repudiation, and algorithms
that support these services.

4.1  Classesof Cryptographic Algorithms

There are three basic classes of Approved cryptographic algorithms, hash algorithms, symmetric
key agorithms and asymmetric key algorithms. The classes are defined by the number of
cryptographic keys that are used in conjunction with the algorithm.

Cryptographic hash algorithms (i.e., hash functions) require no keys. Hash algorithms generate a
small message digest (hash value) from a (possibly) large message and are used as components
in many cryptographic processes, such as Message Authentication Codes (MACSs) (Section
4.2.3), digital signatures (Section 4.2.4), key establishment (Section 4.2.5), and random number
generation (Section 4.2.6)).

Symmetric key algorithms (sometimes known as secret key algorithms) use a single key to
transform data. Symmetric keys are often known by more than one entity; however, the key
should not be known by entities that are not authorized access to the data protected by that
algorithm and key. Symmetric key agorithms are used:

1. To provide data confidentiality (Section 4.2.2) - the same key is used to encrypt and
decrypt data.

2. To provide authentication and integrity services (Section 4.2.3) in the form of Message
Authentication Codes (MACs) - the same key is used to generate the MAC and to
validate it. MACs normally employ either a symmetric key encryption algorithm or a
cryptographic hash function as their cryptographic primitive.

3. Aspart of the key establishment process (Section 4.2.5).
4. To generate pseudorandom numbers (Section 4.2.6).

Asymmetric key algorithms, commonly known as public key algorithms, use two related keys
(i.e., akey pair) to perform their functions: a public key and a private key. The public key may
be known by anyone; the private key should be under the sole control of the entity that “owns’
the key pair. Even though the public and private keys of a key pair are related, knowledge of the
public key does not reveal the private key. Public key algorithms are commonly used in the
computation of digital signatures (Section 4.2.4) and in the establishment of cryptographic
keying material (Section 4.2.5).
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4.2  Cryptographic Algorithm Functionality

Security services are fulfilled using a number of different algorithms. In many cases, the same
algorithm may be used to provide multiple services.

421 Hash Function

Hash functions are used with other algorithms to provide a number of security services. A hash
function is used in conjunction with a digital signature algorithm to compute a digital signature
(see [FIPS 186-2]). A hash function may be used as part of a random number generator. A hash
function is used with akey as part of itsinput to provide a Keyed-Hash Message Authentication
Code (HMAC) (see Section 4.2.3.2 and [FIPS 198]). Approved hash functions are defined in
[FIPS 180-2].

A hash function takes an input of arbitrary length and outputs a fixed size value. Common names
for the output of a hash function include hash value, hash, message digest, and digita fingerprint.
The maximum number of input and output bits is determined by the design of the hash function.
All Approved hash functions are cryptographic hash functions. With a well-designed hash
function, it is not feasible to find two messages that produce the same hash vaue.

Four hash functions are approved for Federal Government use and are defined in [FIPS 180-2]:
SHA-1, SHA-256, SHA-384 and SHA-512. The hash size produced by SHA-1 is 160 bits, 256
bits for SHA-256, 384 hits for SHA-384, and 512 bitsfor SHA-512.

422  Symmetric Key Algorithms used for Encryption and Decryption

Encryption is used to provide confidentiality for data. The data to be protected is called plaintext
when in its original form. Encryption transforms the data into ciphertext. Ciphertext can be
transformed back into plaintext using decryption. The approved algorithms for
encryption/decryption are symmetric key algorithms: AES and TDES. Each of these algorithms
operates on blocks (chunks) of data during an encryption or decryption operation. For this
reason, these algorithms are commonly referred to as block cipher algorithms.

4221 Advanced Encryption Standard (AES)

The AES algorithm is specified in [FIPS 197]. AES encrypts and decrypts data in 128-bit blocks,
using either 128, 192 or 256 bit keys. The nomenclature for AES for the different key sizesis
AES-x, where x isthe key size. All three key sizes are considered adequate for Federal
Government applications.

4222 Triple DES(TDEYS)

Triple DES is defined in [ANSI X9.52] and has been adopted in [FIPS 46-3]. TDES encrypts and
decrypts data in 64-bit blocks, using three 56-bit keys. Federal applications should use three
distinct keys. [ANSI X9.52] specifies seven modes of operation that are used with TDES for
encryption.

4.2.2.3 M odes of Operation

With a block cipher algorithm, the same plaintext block will aways encrypt to the same
ciphertext block whenever the same key is used. If the multiple blocks in atypical message were
to be encrypted separately, an adversary could easily substitute individual blocks, possibly
without detection. Furthermore, certain kinds of data patternsin the plaintext, such as repeated
blocks, would be apparent in the ciphertext.
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Cryptographic modes of operation have been defined to aleviate this problem by combining the
basic cryptographic agorithm with some sort of feedback of the information derived from the
cryptographic operation. The NIST Recommendation for Block Cipher Modes of Operation [SP
800-38A] defines modes of operation for the encryption and decryption of data using block
cipher algorithms such as AES and TDES. [ANSI X9.52], which was adopted by [FIPS 46-3],
defines three additional TDES modes that pipeline or interleave the cryptographic operations to
improve the efficiency of TDES.

423  Message Authentication Codes (MACs)

Message Authentication Codes (MACSs) provide data authentication and integrity. A MAC isa
cryptographic checksum on the data that is used to provide assurance that the data has not
changed and that the MAC was computed by the expected entity. Although message integrity is
often provided using non-cryptographic techniques known as error detection codes, these codes
can be altered by an adversary to effect an action to the adversary’ s benefit. The use of an
Approved cryptographic mechanism, such asa MAC, can alleviate this problem. In addition, the
MAC can provide arecipient with assurance as to the identity of the originator of any data for
which aMAC is provided.

The computation of a MAC requires the use of a secret key that is known only by the party that
generates the MAC and by the intended recipient(s) of the MAC, and the data on which the
MAC is calculated. Two types of algorithms for computing a MAC have been approved: MAC
algorithms that are based on block cipher algorithms, and MAC algorithms that are based on
hash functions.

4231 MACsUsing Block Cipher Algorithms

[SP 800-38B] defines a mode to compute a MAC using Approved block cipher algorithms such
as AES and TDES. The key and block size used to compute the MAC depends on the algorithm
used.

4.2.3.2 MACs Using Hash Functions

[FIPS 198] specifies the computation of a MAC using an Approved hash function. The algorithm
requires a single pass through the entire data. A variety of key sizes are allowed for HMAC; the
choice of key size depends on the amount of security to be provided to the data and the hash
function used. See Section 8.8 for guidance in the selection of key sizes.

4.2.4  Digital Signature Algorithms

Digital signatures are used to provide authentication, integrity and non-repudiation. Digital
signatures are used in conjunction with hash algorithms and are computed on data of any length
(up to alimit that is determined by the hash algorithm). [FIPS 186-2] specifies agorithms that
are approved for the computation of digital signatures; this standard defines the Digital Signature
Algorithm (DSA) and adopts two algorithms specified in ANSI standards: [ANSI X9.31] (RSA
and Rabin-Williams) and [ANSI X9.62] (the Elliptic Curve Digital Signature Algorithm -
ECDSA). [A revision for FIPS 186-2 is planned. At that time, this section will be revised.]
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4241 DSA

The Digital Signature Algorithm (DSA) is specified in [FIPS 186-2] and will be revised as FIPS
186-3 in the near future. The revised standard will define this algorithm for specific key sizes®:
1024, 2048, 3072, 8192 and 15,360 bits. The revised DSA will produce digital signatures? of
320, 448, 512, 768 or 1024 bits. Older systems (legacy systems) used smaller key sizes. While it
may be appropriate to continue to verify and honor signatures created using these smaller key
sizes®, new signatures shall not be created using these key sizes.

4.2.4.2 RSA

The RSA algorithm, as specified in [ANSI X9.31] was adopted for the computation of digital
signatures in FIPS 186-2. The RSA agorithm is also used for digital signatures in [PKCS #1]
(version 1.5 and higher) and will be adopted in [FIPS 186-3]. FIPS 186-3 will specify methods
for generating RSA key pairs for several key sizes for both ANSI X9.31 and PKCS #1
implementations. Older systems (legacy systems) used smaller key sizes. While it may be
appropriate to continue to verify and honor signatures created using these smaller key sizes*, new
signatures shall not be created using these key sizes.

4.2.4.3 ECDSA

The Elliptic Curve Digital Signature Algorithm (ECDSA), as specified in [ANSI X9.62], has
been adopted for the computation of digital signaturesin [FIPS 186-2]. [ANSI X9.62] specifies a
minimum key size® of 160 bits. ECDSA produces digital signatures that are twice the length of
the key size. Recommended dlliptic curves are provided in [FIPS 186-2].

425  Key Establishment Algorithms

Key establishment algorithms are used to set up keys to be used between communicating entities.
Two types of key establishment are defined: key transport and key agreement. Approved key
establishment schemes are provided in [ SP 800-56].

Key transport is the distribution of akey (and other keying material) from one entity to another
entity. The keying materia is usually encrypted by the sending entity and decrypted by the
receiving entity(ies). If a symmetric algorithm (e.g., AES) is used to encrypt the keying material
to be distributed, the sending and receiving entities need to know the symmetric key wrapping
key (i.e., key encrypting key); in this case, the key transport agorithm is commonly known as a
key wrapping algorithm. If a public key algorithm is used to distribute the keying material, a key
pair is used as the key encrypting key; in this case, the sending entity encrypts the keying

! For DSA, the key sizeis considered to be the size of the modulusp. Another value, g, is also important when
defining the security afforded by DSA.

2 Thelength of the digital signatureistwice the size of q (see the previous footnote).

3 This may be appropriate if it is possible to determine when the digital signature was created (e.g., by the use of a
trusted time stamping process). The decision should not depend solely on the cryptography used.

* This may be appropriate if it is possible to determine when the digital signature was created (e.g., by the use of a
trusted time stamping process). The decision should not depend solely on the cryptography used.

® For elliptic curves, the key sizeisthe lengthf of the order n of the base point G of the chosen elliptic curve.
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material using the receiving entity’ s public key; the receiving entity decrypts the received keying
material using the associated private key.

Key agreement is the participation by both entities (i.e., the sending and receiving entities) in the
creation of shared keying material. This may be accomplished using either asymmetric (public
key) or symmetric key techniques. If an asymmetric algorithm is used, each entity has either a
static key pair or an ephemeral key pair or both. If a symmetric algorithm is used, each entity
shares the same symmetric key wrapping key.

[SP 800-56] adopts selected key establishment schemes defined in ANS| standards that use
public key algorithms: [ANSI X9.42], [ANSI X9.44], and [ANSI X9.63]. [ANSI X9.42]
specifies key agreement schemes, and [ANSI X9.44] and [ANSI X9.63] specify both key
agreement and key transport schemes. [ SP 800-56] also specifies techniques for key wrapping.

4251 Discrete Log Key Agreement Schemes Using Finite Field Arithmetic

Key agreement schemes based on the intractability of the discrete logarithm problem and using
finite field arithmetic have been adopted in [SP 800-56] from ANSI [X9.42]. [SP 800-56] has
adopted seven of the eight schemes defined in [ANSI X9.42]. Each scheme provides a different
configuration of required key pairs that may be used, depending on the requirements of a
communication situation.

4252 Discrete Log Key Agreement Schemes Using Elliptic Curve Arithmetic

Key agreement schemes based on the intractability of the discrete logarithm problem and using
eliptic curve arithmetic have been adopted in [SP 800-56] from [ANSI X9.63]. Seven of the
eleven key agreement schemes have been adopted. Each scheme provides a different
configuration of required key pairs that may be used, depending on the requirements of a
communication situation.

4253 RSA Key Transport

RSA key agreement and key transport schemes will be adopted from [ANSI X9.44]. [Further text
to be developed, depending on the contents of SP 800-56.]

4254 Key Wrapping

Key wrapping is the encryption of akey by a key encryption key using a symmetric algorithm
(e.g., an AES key is encrypted by an AES key encrypting key). [Further text will be added as key
wrapping is developed further.]

426 Random Number Generation

Random number generators (RNGs) are required for the generation of keying material (e.g., keys
and IVs). Two classes of RNGs are defined: deterministic and norn-deterministic. Deterministic
RNGs, often called pseudorandom number generators, use cryptographic agorithms and the
associated keying materia to generate random numbers; non-deterministic RNGs, often called
true RNGs, produce output that is dependent on some unpredictable physical source that is
outside human control.
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Pseudorandom number generation (PRNG) algorithms defined in [FIPS 186-2] (including those
defined in [ANSI X9.31] and [ANSI X9.62]°) use hash functions to generate random numbers
that are used for cryptographic applications (e.g., key or 1V generation). PRNGs are initialized
with a starting value, called a seed. The seed may be public or secret, depending on its use.

5 Asallowed in FIPS 186-2.
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5. Protection Requirements for Cryptographic Information

This section defines the different types of keys that are used by the Approved algorithms and
gives guidance on the types of protection for keying material. Cryptographic keying material is
defined as the cryptographic key and associated information required to use the key. The specific
information varies depending on the type of key. The cryptographic keying material must be
protected in order for the security services to be “meaningful.” Much of the protection needed
may be provided by FIPS 140-2 Approved cryptographic module (cryptomodule); however,
whenever the keying material exists external to a FIPS 140-2 cryptomodul e, additional

protection is required. The type of protection needed depends on the type of key and the security
service for which the key is used.

5.1  Protection Requirements

Keying material should be (operationally) available as long as the associated cryptographic
service is required. Some keys may need to be archived if required beyond the key’s
cryptoperiod.

Integrity protection shall be provided for al keying material.. Integrity protection can be
provided by cryptographic integrity mechanisms (e.g. cryptographic checksums, cryptographic
hashes, MACs, and signatures), non-cryptographic integrity mechanisms (e.g. CRCs, parity, €etc.)
(see Appendix A.1), or physical protection mechanisms. Guidance for the selection of
appropriate integrity mechanismsis given in Sections 5.2.1.2 and 5.2.2.2.

The confidentiality of all symmetric and private keys shall be protected. Public keys generally
do not require confidentiality protection. When the key exists internal to an Approved
cryptomodule, confidentiality protection is provided by the cryptomodule in accordance with
FIPS 140-2. When the key exists external to the cryptomodule, confidentiality protection shall
be provided either by encryption (e.g., key wrapping) or by controlling access to the key via
physical means (e.g. storing the keying material in a safe with limited access). The security and
operational impact of specific confidentiality mechanisms varies. Guidance for the selection of
appropriate confidentiality mechanisms is given in Sections 5.2.1.3 and 5.2.2.3.

Association protection shall be provided to ensure the availability of a cryptographic security
service by ensuring that the correct keying material is used with the correct data in the correct
application or equipment. Guidance for the selection of appropriate association protection is
givenin Sections 5.2.1.4 and 5.2.2.4.

Public key validation and domain parameter validation ensures that the required mathematical
properties are present (see Section 8.3). Guidance for the selection of appropriate validation
mechanismsis given in [SP 800-56]

The period of protection for cryptographic keys, associated key information, and cryptographic
parameters (e.g. initialization vectors, seeds, etc.) depends on the type of key, the associated
cryptographic service, and the length of time for which the cryptographic service is required. The
period of protection isrelated to the cryptoperiod of the key (see Section 8.2), which defines the
time period for which the key is used operationally.
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511

Cryptographic Keys

Severd different types of keys are defined. The keys are identified according to their
classification as public, private or symmetric keys and as to their use. For public and private key
agreement keys, their status as static or ephemeral keysis also specified.

1.

10.

11.

Private signature key: Private signature keys are the private keys of asymmetric (public)
key pairs that are used by public key agorithms to generate digital signatures with
possible long-term implications. When properly handled, private signature keys can be
used to provide authentication, integrity and nonrepudiation.

Public signature verification key: A public signature verification key is the public key of
an asymmetric (public) key pair that is used by a public key algorithm to verify digital
signatures, either to authenticate a user’s identity, to determine the integrity of the data,
for nonrepudiation, or a combination thereof.

Symmetric authentication key: Symmetric authentication keys are used with symmetric
key algorithms to provide assurance of the integrity and source of messages,
communication sessions, or stored data

Private authentication key: A private authentication key is the private key of an
asymmetric (public) key pair that is used with a public key algorithm to provide
assurance as to the integrity of information, and the identity of the originating entity or
the source of messages, communication sessions, or stored data.

Public authentication key: A public authentication key is the public key of an asymmetric
(public) key pair that is used with a public key algorithm to determine the integrity of
information and to authenticate the identity of entities, or the source of messages,
communication sessions, or stored data.

Symmetric data encryption key: These keys are used with symmetric key algorithms to
apply confidentiality protection to information.

Symmetric key wrapping key: Symmetric key wrapping keys are used to encrypt other
keys using symmetric key algorithms. Key wrapping keys are also known as key
encryption keys.

Random number generation key: These keys are symmetric (secret) keys used with a
symmetric algorithm or hash function to generate pseudorandom numbers.

Symmetric master key: A symmetric master key is used to derive other symmetric keys
(e.g., data encryption keys, key wrapping keys, or authentication keys) using symmetric
cryptographic methods.

Private key transport key: Private key transport keys are the private keys of asymmetric
(public) key pairsthat are used to decrypt keys that have been encrypted with the
associated public key using a public key algorithm. Key transport keys are usually used
to establish keys (e.g., key wrapping keys, data encryption keys or MAC keys) and,
optionally, other keying materia (e.g, Initialization Vectors).

Public key transport key: Public key transport keys are the public keys of asymmetric
(public) key pairs that are used to encrypt keys using a public key algorithm. These keys
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are used to establish keys (e.g., key wrapping keys, data encryption keys or MAC keys)
and, optionally, other keying material (e.g., Initialization Vectors).

12. Symmetric key agreement key: These symmetric keys are used to establish keys (e.g., key
wrapping keys, data encryption keys, or MAC keys) and, optionally, other keying
material (e.g., Initialization Vectors) using a symmetric key agreement algorithm.

13. Private static key agreement key: Private static key agreement keys are the private keys
of asymmetric (public) key pairsthat are used to establish keys (e.g., key wrapping keys,
data encryption keys, or MAC keys) and, optionally, other keying materia (e.g.,
Initialization Vectors).

14. Public static key agreement key: Public static key agreement keys are the public keys of
asymmetric (public) key pairs that are used to establish keys (e.g., key wrapping keys,
data encryption keys, or MAC keys) and, optionally, other keying material (e.g.,
Initialization V ectors).

15. Private ephemeral key agreement key: Private ephemeral key agreement keys are the
private keys of asymmetric (public) key pairs that are used only once to establish one or
more keys (e.g., key wrapping keys, data encryption keys, or MAC keys) and, optionally,
other keying materia (e.g., Initiaization Vectors).

16. Public ephemeral key agreement key: Public ephemeral key agreement keys are the
public keys of asymmetric (public) key pairs that are used only once to establish one or
more keys (e.g., key wrapping keys, data encryption keys, or MAC keys) and, optionally,
other keying material (e.g., Initialization Vectors).

17. Symmetric authorization key: Symmetric authorization keys are used to provide
privileges to an entity using a symmetric cryptographic method. The authorization key is
known by the access authority and the entity seeking access to resources.

18. Private authorization key: A private authorization key is the private key of an asymmetric
(public) key pair that is used to provide privileges to an entity.

19. Public authorization key: A public authorization key is the private key of an asymmetric
(public) key pair that is used to verify privileges for an entity that knows the associated
private authorization key.

Table 1 provides a summary of the protection requirements for keys during distribution and
storage. Methods for providing the necessary protection are discussed in Section 5.2.

Guideto Table 1:
a. Column 1 (Key Type) identifies the key types.

b. Column 2 (Security Service) indicates the type of security service that is provided by the
key in conjunction with a cryptographic technique.

c. Column 3 (Security Protection) indicates the type of protection required for the key
(archive availability, integrity, confidentiality).

d. Column 4 (Association Protection) indicates the types of associations that are applicable
for that key, such as associating the key with the usage or application, the authorized
communications participants or other indicated information shall be protected.
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e. Column 5 (Validity Assurance) indicates the keys for which assurance of validity needs
to be obtained as defined in [SP 800-56], [FIPS 186-3] and this guideline. See Section 8.3
for further details.

f.  Column 6 (Period of Protection) indicates the length of time that the key needs to be
protected. Symmetric keys and private keys are destroyed at the end of their
cryptoperiod; however, back-up and archival requirements will extend the period of
protection beyond the cryptoperiod of the key.

Table 1: Protection requirementsfor cryptographic keys.

Key Type Security Security Association Validity Period of Protection
Service Protection Protection Assurance
Private Authentication; Integrity; Usage or The cryptoperiod of the key
signature key Integrity: Confidentiality application; and until the private key is
. ] destroyed
Domain parameters,
Non-
repudiation Public signature
verification key
Public Authentication; Archive; Usage or For Aslong as signed data may
signature Intearity: Intearity: application; association need to be verified
verification ey eonty; Kev pair owner with
key Non- &P signing
repudiation Domain parameters; | private key
Private signature
key;
Signed data
Symmetric Authentication; Archive; Usage or Aslong as the authenticated
authentication Intearit Intearity- application; data may need to be
key ety egrty: Other authorized authenticated and until the
Confidentiality entities: key is destroyed
Authenticated data
Private Authentication; Integrity; Usage or The cryptoperiod of the key
Euthentlcanon Integrity Confidentiality application; and until the key is destroyed
& Public
authentication key;
Domain parameters
Public Authentication; Archive; Usage or For Aslong as the authenticated
authentication Intearit Intearit application; association datamay need to be
key egnty egnty Kev pair owner: with authenticated
&P ' private key

Authenticated data;

Private
authentication key;

Domain parameters
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Key Type Security Security Association Validity Period of Protection
Service Protection Protection Assurance
Symmetric Confidentiality Archive; Usage or The cryptoperiod of the key
data Integrity: application; and the lifetime of the data
encryption key Confidentiatt Other authorized and until the key is destroyed
Y entities;
Encrypted data
Symmetric key Support Archive; Usage or The cryptoperiod of the key
wrapping key Integrity: application; and until the key is destroyed
Confidentiality | Cther authorized
entities;
Encrypted keys
Symmetric Support Integrity; Usage or application Until no longer needed to
RNG key Confidentiality generate or reconstruct.
random numbers and until
destroyed
Symmetric Support Archive; Usage or The cryptoperiod of the key,
master key . application; the lifetime of any keys
Integrity; . . .
. o Other authorized der|\_/|ed husr(ng Fhlj key, gd
Confidentiality entities until the key is destroy
Derived keys
Private key Support Archive; Usage or Aslong as the transported
transport key . application; key needs to be decrypted
Integrity; Enervted kevs and until destroyed
Confidentiality ypredkeys
Public key transport
key;
Domain parameters
Public key Support Integrity Usage or Yes The cryptoperiod of the key
transport key application;
Key pair owner;
Private key transport
key;
Domain parameters
Symmetric key Support Archive; Usage or The cryptoperiod of the key,
agreement key Intearity: application; until no longer needed to
egnty, Other authorized determine akey, and until
Confidentiality - destroyed
entities
Private static Support Archive; Usage or The cryptoperiod of the key,
key agreement Intearity: application; until no longer needed to
key egnty; Domain parameters: determine akey, and until
Confidentiality P ’ destroyed
Public static key
agreement key
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Key Type Security Security Association Validity Period of Protection
Service Protection Protection Assurance
Public static Support Archive; Usage or Yes Until no longer needed to
Ilzey agreement Integrity application; determine a key
& Key pair owner;
Domain parameters;
Private static key
agreement key
Private Support Integrity; Usage or Until the key agreement
ephemeral key Confidentiality application; processis complete; the
agreement key Public ephemeral ephemeral key is destroyed
K re?;nent Kev- after the key agreement
&g & processis complete
Donain parameters;
Public Support Integrity” Key pair owner; Yes Until the key agreement
ep:1(:::;nme(;rjlt I;ey Private ephemeral processis complete
« & key agreement key;
Usage or
application;
Domain parameters
Symmetric Authorization Integrity; Usage or The cryptoperiod of the key
Euthsorlzanon Confidentiality application; and until the key is destroyed
& Other authorized
entities
Private Authorization Usage or The cryptoperiod of the key
Euthonzanon Integrity: application; and until the key is destroyed
& Confidentialit Public authorization
Y key;
Domain parameters
Public Authorization Usage or Yes The cryptoperiod of the key
authorization . application; or
key Integrity
Key pair owner; Aslong as the authorization
. needs to be verified
Private
authorization;

Domain parameters

7 Although ephemeral keys are normally used during avery short period (e.g., during one communication session),
they require integrity protection from the time that they are generated until the keys are no longer retained. This
period of retention may be long enough for an adversary to substitute a key known to the adversary without
detection unless integrity protectionis provided.
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5.1.2  Other Cryptographic or Related Information

Other information used in conjunction with cryptographic algorithms and keys also should be
protected.

1.

10.

11.

Domain Parameters: Domain parameters are used in conjunction with some public key
algorithms to generate key pairs or to create digital signatures (i.e.,, DSA, and the Diffie-
Hellman and MQV key agreement schemes specified in [SP 800-56]) and shall be protected
in accordance with Table 2.

Initialization Vectors: Initialization vectors (1Vs) are used by several modes of operation for
encryption and decryption (see Section 4.2.2.3) and for the computation of MACs using
block cipher algorithms (see Section 4.2.3.1) and shall be protected in accordance with Table
2.

Shared Secrets. Shared secrets are generated during a key establishment process as defined
in [SP 800-56]. Shared secrets shall not exist outside the cryptographic boundary of the
cryptomodule. If aFIPS 140-2 Approved cryptomodule is being used, then protection of the
shared secretsis provided by the cryptomodule.

Secret seeds: Secret seeds are used in the generation of pseudorandom numbers that shall
remain secret (e.g, used to generate keying material that must remain secret or private).

Public seeds: Public seeds are used in the generation of pseudorandom numbers that may be
validated (e.g., eliptic curve domain parameters). A public seed is sometimes called a* salt”.

Other public information: Public information (e.g., a nonce) is often used in the key
establishment process.

Intermediate Results: The intermediate results of cryptographic operations using secret
information shall be protected. In this case, intermediate results shall not exist outside the
cryptographic boundary of the cryptomodule. If a FIPS 140-2 Approved cryptomodule is
being used, then protection of the intermediate results is taken care of by the cryptomodule.

Key control information: Information related to the keying materia (e.g., the identity,
purpose, or a counter) shall be protected to ensure that the associated keying material can be
correctly used.

Random numbers: The random numbers created by a random number generator should be
protected when retained. When used directly as keying material, the random numbers shall
be protected as discussed in Section 5.1.1.

Passwords: A password is used to acquire access to privileges. As such, it isused asan
authentication mechanism.

Audit information: Audit information that contains key management events shall be
protected.

Table 2 provides a summary of the protection requirements for this material during distribution
and storage. Methods for providing the necessary protection are discussed in Section 5.2.

Guideto Table 2:

a. Column 1 (Cryptographic Information Type) identifies the type of cryptographic
information.
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b. Column 2 (Security Service) indicates the type of security service provided by the
cryptographic information.

c. Column 3 (Security Protection) indicates the type of security protection for the
cryptographic information.

d. Column 4 (Association Protection) indicates the relevant types of associations for each
type of cryptographic information..

e. Column 5 (Validity Assurance) indicates the cryptographic information for which
assurance shall obtained as defined in [SP 800-56] and in this guideline.

f.  Column 6 (Period of Protection) indicates the length of time for the protection of the
cryptographic information. Thisis generally similar to the period of protection for the
associated keys. The cryptographic information is destroyed when no longer needed,
unless specific back-up or archival requirements apply (see Sections 7.3 and 8.7).

Table 2. Protection requirements for other cryptographic or related material.

Crypto. Security Security Association Validity Period of Protection
I nfor mation Service Protection Protection Assurance
Type Protection
Domain Depends on Archive; Usage or application; Yes Until no longer needed to
parameters key assoc. with Integrity Private and public generalg keys, or verify
the params. signatures
keys
Initialization | Depends on Archive; Protected data Until no longer needed to
vectors algorithm . process the protected data
Integrity
Shared secrets | Support Integrity; Until no longer needed to
. . generate keying material,
Confidentiality and the shared secret is
destroyed
Secret seeds | Support Confidentiality; | Usage or application Until no longer needed to
Intearit generate keying material and
egnty the shared secret is destroyed
Public seeds | Support Archive; User or application; Until no longer needed to
Integrity Generated data process generated data
Other public Support Archive; User or application; Until no longer needed to
information . . process data using the public
Integrity; Other a_ut_honzed information
entities;
Data processed using
the nonce
Intermediate | Support Confidentiality; | Usage or application Until no longer needed and
results Intearit the intermediate results are
ety destroyed
Key control Support Archive; Key Until the associated key is
information Intearit destroyed
(eg., IDs, egnty
purpose)
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Crypto. Security Security Association Validity Period of Protection
I nfor mation Service Protection Protection Assurance
Type Protection
Random Support Integrity; Until no longer needed, and
number Confidentialit the random nurrber is
y destroyed
Password Authentication Archive Usage or application; Until replaced or no longer
Intearity: Owning entit needed to authenticate the
eg y1 g y ent|ty
Confidentiality
Audit Support Archive; Audited events; Until no longer needed
information .
Integrity; Key control
information
Access
authorization

5.2 Protection M echanisms

During the lifetime of cryptographic information, the information is either “in transit” (e.g., isin
the process of being manually or electronically distributed to the authorized communications
participants for use by those entities) or is “at rest” (e.g., the information is in storage). In either
case, the keying material shall be protected in accordance with Section 5.1. However, the choice
of protection mechanisms may vary. Although several methods of protection are provided in the
following subsections, not all methods provide equal security. The method should be carefully
selected.

521

Cryptographic information in transit may be keying material being distributed in order to obtain
a cryptographic service (e.g., establish akey that will be used to provide confidentiality) (see
Section 7.1.5), or cryptographic information being backed up or archived for possible use or
recovery in the future (see Sections 7.2.2 and 7.3.1). This may be accomplished using “manual
methods’ (i.e., the information isin hard copy or on an eectronic media, such as a CD-ROM), or
using electronic communication protocols. For some protocols, the protections are provided by
the protocol; in other cases, the protection for the keying materia is be provided directly on the
keying material. It isthe responsibility of the originating entity to apply protection mechanisms,
and the responsibility of the recipient to undo or check the mechanisms used.

5211  Availability

Availability of cryptographic information in transit cannot be assured using cryptographic
methods. Availability may be provided by retransmission.

5212 Integrity

Integrity protection consists of both the detection of modifications to the information and the
restoration of the information when a modification is detected. The integrity of cryptographic
information during transit shall be protected using one or more of the following mechanisms:

Protection Mechanismsfor Cryptographic Information in Transit

1. Manua method (physical protection is provided):
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(& An integrity mechanism (e.g., MAC, digital signature or CRC) is used on the
information, and the resulting code (e.g., MAC or digital signature) is provided to the
recipient. Note: the MAC or digital signature itself may not require further integrity
protection.

-OR-

(b) The information is used to perform the appropriate cryptographic operation. If the use
of the keying material produces incorrect results, the received information is
incorrect.

2. Electronic distribution via communication protocols (provided by the user or by the
communication protocol):

(& A cryptographic integrity mechanism (e.g., aMAC or digital signature) is used on the
information, and the resulting code (e.g., MAC or digital signature) is provided to the
recipient. The integrity mechanism may be applied only to the cryptographic
information, or may be applied to an entire message,

-OR-
(b) The information is used to perform the appropriate cryptographic operation. If the use

of the keying material produces incorrect results, the received information is
incorrect.

The response to the detection of an integrity failure will vary depending on the specific
environment. A security policy (see Part 2) should define the response to such an event. For
example, if an error is detected in the received information, and the receiver requires that the
information be entirely correct (e.g., the receiver cannot proceed when the information isin
error), then:

a. the use of the information would be ill-advised,

b. the destruction of the information in accordance with Section 7.3.4 would be
recommended,

c. therecipient may request that the information be resent (up to a predetermined number of
times), and

d. information related to the incident may be stored in an audit log to later identify the
source of the error.

5213 Confidentiality

Keying material may require confidentiality protection during transit. If confidentiality

protection is required, the keying material shall be protected using one or more of the following
mechanisms:

1. Manua method:
(&) The keying material is encrypted,
-OR-

(b) The keying material is separated into key components. Each key component is
handled so that no single individual can acquire accessto all key components.
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-OR-

(c) Appropriate physical and procedural protection is provided (e.g., by using a trusted
courier).

2. Electronic distribution via communication protocols: The keying material is encrypted.
5214 Association with Usage or Application

The association of keying material with its usage or application shall be either specifically
identified during the distribution process or be implicitly defined by the use of the application.
See Section 5.2.3 for guidance on labeling.

5215 Association with Other Entities

The association of keying materia with the appropriate entity shall be either specificaly
identified during the distribution process or be implicitly defined by the use of the application.
See Section 5.2.3 for guidance on labeling.

5216 Association with Other Related Information

Any association with other related information (e.g., domain parameters, the
encryption/decryption key or 1Vs) shall be either specifically identified during the distribution
process or be implicitly defined by the use of the application. See Section 5.2.3 for guidance on
labeling.

522  Protection Mechanismsfor Information in Storage

Cryptographic information that is not in transit is at rest in some device or storage media. This
may include copies of the information that is also in transit. Thisinformation shall be protected
in accordance with Section 5.1. A variety of protection mechanisms may be used.

The cryptographic information may be stored so as to be immediately available to an application
(e.g., on alocal hard disk or a server); this would be typical for keying material stored within the
cryptographic module or in immediately accessible storage (e.g., on alocal hard drive). The
keying material may aso be stored in e ectronic form on aremovable media (e.g., a CD-ROM),
in aremotely accessible location, or in hard copy form and placed in a safe; this would be typical
for backup or archive storage.

5221  Availability

Cryptographic information may need to be readily available for as long as datais protected by
the information. A common method for providing this protection is to make one or more copies
of the cryptographic information and store them in separate locations. During akey’s
cryptoperiod, keying material requiring long-term availability should be stored in both normal
operational storage (see Section 7.2.1) and in backup storage (see Section 7.2.2.1).
Cryptographic information that is retained after the end of akey’s cryptoperiod should be placed
in archive storage (see Section 7.3.1). This guideline does not preclude the use of the same
storage media for both backup and archive storage.

Specifics on the long-term availability requirement for each key type are addressed for backup
storage in Section 7.2.2.1, and for archive storage in Section 7.3.1.

Recovery of this cryptographic information for use in replacing cryptographic information that
islost (e.g., from normal storage), or in performing cryptographic operations after the end of a
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key’s cryptoperiod is discussed in Sections 7.2.2.2 (recovery) and 7.3.1 (archive), and in
Appendix B.

5222 Integrity

Integrity protection is concerned with ensuring that the information is correct. Absolute
protection against modification is not possible. The best that can be done is to use reasonable
measures to prevent modifications, to use methods to detect (with a very high probability) any
maodifications that occur, and to restore the information to its original content when
modifications have been detected.

All cryptographic information requires integrity protection. Integrity shall be provided by either
physical mechanisms, cryptographic mechanisms or both.

Physical mechanisms include:

1. An Approved cryptographic module or operating system that limits access to the stored
information,

2. A computer system or media that is not connected to other systems,

3. A physically secure environment that is outside a computer system (e.g., in a safe with
limited access) with appropriate access controls.

Cryptographic mechanisms include:

a. A cryptographic integrity mechanism (e.g., MAC or digital signature) that is computed
on the information and is later used to verify the integrity of the stored information.

b. Performing the appropriate cryptographic operation. If the use of the keying material
produces incorrect results, the stored information is incorrect.

If the cryptographic information needs to be restored when an error is detected, multiple copies
of the information should be maintained in physically separate locations (i.e., in backup or
archive storage; see Sections 7.2.2.1 and 7.3.1). The integrity of each copy should be
periodically checked.

5223  Confidentiality

One or more of the following mechanisms shall be used to provide confidentiality for private or
secret keying material in storage: [Note that the options listed below do not provide equivalent
security; probably need to recommend preferred methods or categorize.]

1. Thekeying material residesin an Approved cryptographic module (cryptomodule). The
cryptomodule is designed to be compliant with FIPS 140-2 level 2 (or higher) and tested
by an accredited laboratory of the Cryptographic Module Validation Program (CMVP).
Information on this program is available at http://csrc.nist.gov/cryptval.

2. The keying material resides in an Approved cryptographic module (cryptomodule). The
cryptomodule is designed to be compliant with FIPS 140-2 and has been tested by an
accredited laboratory of the Cryptographic Module Validation Program (CMVP). When
the cryptomodule is not is use, it is physically protected (e.g., by alocked door).

3. Thekeying materia is encrypted and stored off-line in a secure environment (e.g., in a
safe with limited access).
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4. The keying material is stored off-line in a secure environment (e.g., in a safe with limited
access) with access available using multi-party control procedures (i.e., two or more
individuals are required for access to the keying material). It is the responsibility of each
individual to assure that the confidentiality of the keying material is maintained.

5. Keying material is split into multiple key components. The key components are
combined in a secure environment (e.g., in an Approved cryptomodule) when
constructing the keying material. The key components are stored separately, under split
knowledge procedures whereby no single individual has access to more than one key
component. Each key component is protected as sensitive information (e.g., the key
component is not made publicly available). One method for splitting keying material into
two components, for example, is to generate a random bit string of the intended length of
the components, using this bit string as one of the components, and exclusive Or-ing the
bit string to the generated keying material to create the second component. However,
other methods for splitting and combining components are allowed.

5224 Association with Usage or Application

Cryptographic information is used with a given cryptographic mechanism (e.g., digital signatures
or key establishment) or with a particular application. Protection shall be provided to ensure that
the information is not used incorrectly (e.g., not only would the usage or application be
associated with the keying material, but the integrity of this association would be maintained).
This protection can be provided by separating the cryptographic information from that of other
mechanisms or applications, or by appropriate labeling of the information. Section 5.2.3
addresses the labeling of cryptographic information.

5225 Association with the Other Entities

Some cryptographic information needs to be correctly associated with another entity, and the
integrity of this association shall be maintained. For example, a symmetric (secret) key used for
the encryption of information, or keys used for the computation of a MAC would be associated
with the other entity(ies) that shares the key. Public keys would be correctly associated (bound)
with the owner of the key pair.

The cryptographic informationshall retain its association during storage by separating the
information by “entity” or application, or by properly labeling of the information. Section 5.2.3
addresses the labeling of cryptographic information.

5226 Association with Other Related Information

An association may need to be maintained between protected information and the keying
material that protected that information. In addition, keys may require association with other
keying material (see Section 5.1.1).

The association is accomplished by storing the information together or providing some linkage
or pointer between the information. Typically, the linkage between a key and the information it
protects is accomplished by providing an identity for akey, storing the identity with the key inan
identification/label, and storing the key’ s identity with the protected information. The association
shall be maintained for as long as the protected information needs to be processed.

Section 5.2.3 addresses the labeling of cryptographic information

46



DRAFT January 2003 DRAFT

5.2.3 Labeling of Cryptographic I nformation

Labels may be used with cryptographic information to define the use of that information or to
provide a linkage between cryptographic information.

5231 Labelsfor Keys

A label may be used to provide information for the use of a key. Different applications may
require different labels for the same key type, and different labels may be required for different
key types. It is the responsibility of an implementer to select a suitable label for a key. When
labels are used, the label should accompany akey (i.e., istypically stored or transmitted with a
key) and contain some subset of the following information:

1. Identity of the key

2. Association with other keying material (e.g., it is recommended that a public and private
key be associated with each other)

|dentity of the key’s owner or the sharing entity

Cryptoperiod (e.g., start date and end date)

Key type (e.g., signing private key, encryption key, master key)
Application (e.g., purchasing, email)

Counter

© N o U & w

Domain parameters (e.g., the domain parameters used by DSA or ECDSA, or a pointer to
them)

9. Modulus

10. Key encrypting key (e.g., identity of key wrapping key, algorithm of key wrapping key,
etc.)

11. Integrity protection mechanism (e.g., key and algorithm used to provide cryptographic
protection, and protection code (e.g., MAC, digital signature))

12. Other information (e.g., length of the key, protection requirements, who has access rights,
additional conditions for use)

5232 Labelsfor Related Cryptographic Information

Cryptographic information other than keying material may need alabel to “point to” the keying
material that was used to provide the cryptographic protection for the information. The label may
also contain other related cryptographic information. When labels are used, the label should
accompany the information (i.e., istypically stored or transmitted with the information) and
contain some subset of the following information:

1. Thetype of information (e.g., domain parameters)

Source of the information (e.g., the entity that sent the information)
Application (e.g., purchasing, email)

Other associated cryptographic information (e.g., a key, MAC or hash value)

a M w0 DN

Any other information (e.g., who has access rights)
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6.

Key States

The life cycle of a cryptographic key consists of several states between its generation and its
destruction. These states are defined from a system point of view, as opposed to asingle
cryptomodule point of view. In some cases, a key may exist in multiple states.

1.

7.

Pre-activation state: The key has been generated, but is not yet active. Thisis the state
of akey during its distribution, though the state may extend beyond distribution. A key
shall not be used to apply cryptographic protection to information (e.g., encrypt or sign
information to be transmitted or stored) while in this state. The key also shall not be used
to process cryptographically protected information (e.g., decrypt ciphertext or verify a
digital signature) whilein this state.

Active state: The key may be used to apply cryptographic protection to information or to
process cryptographically protected information (e.g., decrypt ciphertext or verify a
digital signature) or both.

Process only state: The key may be used to process cryptographically protected
information, but shall not be used to apply cryptographic protection to information.

Deactivated state: The key shall not be used to either apply cryptographic protection to
information, or to process cryptographically protected information. The key isin normal
operational or backup storage. Some keys may be archived from this state.

Archive state: The key is archived and shall only be used to process cryptographically
protected information. The security of the key and its use in this state is dependent on the
security provided by the archive. A key in the archive state is also considered to be in
either the deactivated or compromised state. If the key is also in the compromised state, it
may not be appropriate to use the key unless it was archived prior to its compromise and
adecision is made to "honor" the cryptographic processing (e.g., because the compromise
occurred after the digital signature on signed information was applied). When akey in the
archive state is no longer required for processing cryptographically protected

information, the key should be destroyed (see Section 7.3.4).

Compromised state: The integrity or secrecy of the key is suspect. This state may be
entered from any other state. A revocation, for example, would cause a key to enter this
state. In certain cases, a compromised key may be used to process cryptographically
protected information.

Destroyed state: The key shall be destroyed as specified in Section 7.3.4.

Transitions between states are triggered by events, such as a date or the compromise of akey.
Figure 1 depicts the key states and the corresponding transition events.

Transition 1. A key enters the pre-activation state immediately upon generation.

Transition 2:  Assuming that the key is not deactivated or determined to be compromised

while in the pre-activation state (see transitions 5 and 8), a key transitions
from the pre-activation state to the active state in accordance with an
activation dateor, if no activation date is available, as soon as the key can be
used (e.g., as soon asit is available).
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Figure l: Key States

For example, in many cases an activation date (e.g., the validity period begin
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date) may not be associated with a digital signature key pair. However, it is
recommended thet the key pair not be considered as active until a certificate
has been issued. When the certificate is issued, the key pair is then active.

Note that in some cases the period of time during which akey isin the pre-
activation state may be very short. For example, during a key agreement
process, the agreed upon key may be considered as immediately active.

The beginning of akey's cryptoperiod is considered to be the time that the key
enters the active state (see Section 8.2).

Assuming that a key is not deactivated or determined to be compromised
while in the active state (see transitions 6 and 9), a key may transition to the
process only state in accordance with a process only date (either explicitly or
implicitly specified).

For example, a symmetric data encryption key may be used for a
predetermined period of time to both encrypt and decrypt information, but
when the process only date is reached, the key is not be used for further
encryption, but may continue to be used for decryption.

For some keys and applications, there is no need for a process only state, or
the active state and the process only state can be considered to be coincident.
In this case, transition 3 is moot. This may be the case, for example, for a data
encryption key used for the protection of transmitted information during a
single communication session.

Assuming that a key is not determined to be compromised while in the
process only state, a key may transition from the process only state to the
deactivated state in accordance with a deactivation date Thisis often referred
to asthe end of akey's cryptoperiod (see Section 8.2).

Transitions 5 and 6: A key may transition from the pre-activation state or the active state to

Transition 7:

the deactivated state as a result of a revocation action (see Section 7.3.5) for a
reason other than a key compromise, or if the key is replaced (see Section
7.2.3).

A key may transition from the deactivated state (or any state other than the
compromised state) to the archive state when the key may be required for
processing cryptographically protected information after the key has been
deactivated, i.e., after the end of the key's cryptoperiod. Not all keys make this
transition (see Sections 7.3.1 and Appendix B.3).

Trangitions 8-12: A key shall transition to the compromised state when the integrity or

confidentiality of a key requiring confidentiality protection is suspect.

Trangitions 13-15: A key should transition to the destroyed state as soon as no longer

needed.
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Symmetric keys may pass through the pre-activation, active, process only and deactivated states,
and possibly the archive state. If compromised, a symmetric key would enter the compromised
date.

Asymmetric keys that are or will be certified are in the pre-activation state until certified or until
the “not before” date has passed. The types of transitions for asymmetric keys depend on the key
type. Examples of transitions follow:

a. A private signature key transitions from the active state to the deactivated state. Thiskey
does not enter the process only state, since it is never used to process “received
information”. A private signature key may transition to the compromised state, but it is
not recommended that the key transition to the archive state (see Section 7.3.1).

b. A public signature verification key could be thought of as having a coincident active and
process only state. Once deactivated (e.g., by the end of the validity period, or upon
revocation), it enters the deactivated state and could enter the archive state. The public
signature verification key enters the compromised state only if its integrity becomes
suspect.

c. A private key transport key could be thought of as having a coincident active and process
only state. Once deactivated (e.g., by the end of the validity period), it enters the
deactivated state. It could also enter both the archive state and the compromised state.

d. A public key transport key could be thought of as having a coincident active and process
only state. Once deactivated (e.g., by the end of the validity period, or upon revocation),
it enters the deactivated state. It does not enter the archive state (see Section 7.3.1), and
enters the compromised state only when its integrity is suspect.

e. Private and public key agreement keys have coincident active and process only states.
They may enter the deactivated state, but do not normally enter the archive state (see
Section 7.3.1). The keys may enter the compromised state, but the public key would only
do so if its integrity were suspect.
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7 Key Management Phases

Cryptographic key management encompasses the entire life cycle of cryptographic keys and
other keying material from a system or enterprise perspective. In addition to the key states
defined in Section 6, cryptographic key management includes the establishment and management
of any associated attributes.

These attributes are leveraged by applications to select the appropriate cryptographic key(s) for a
particular service. Attributes required for key management might include the identity of a person
or system associated with that key or the types of information that person is authorized to access.
While these attributes do not appear in cryptographic algorithms, they are crucial to the
implementation of applications and application protocols.

The following subsections discuss the various functions of key management. The functions may
be divided into various phases that relate to the key states discussed in Section 6.

1. Pre-operationa phase: The keying material is not yet available for normal cryptographic
operations. Keys may not yet be generated, or may be in the pre-activation state. System
or enterprise attributes are established during this phase as well.

2. Operational phase: The keying material is available and in normal use. Keys arein the
active or process only states.

3. Post-operationa phase: The keying material is no longer in normal use, but access to the
keying material is possible. Keys are in the archived state; the keys may also be in the
compromised state.

4. Obsolete/destroyed phase: The keying material is no longer available. All records of its
existence may have been deleted. Keys are in the de-activated, compromised, or
destroyed state.

A key management system may not have al identified functions, since some functions may not
be appropriate. In some cases, one or more functions may be combined, or the functions may be
performed in a different order. For example, a system may omit the post-operational phase if
keys are never archived. In this case, keys would move from the operational phase directly to the
obsol ete/destroyed phase.

When functions are combined, the keying material should be handled as though the functions are
separate (e.g., if keying material is only to be retained during the key’s cryptoperiod but no
longer, it is not recommended that the keying material be removed from normal operational and
backup storage at the end of the cryptoperiod and not retained for archive purposes).

A flow diagram for the key management phases is presented asFigure 2. Five phase transitions
are identified in the diagram:

1. After the required attributes have been established, keying material has been generated,
and the attributes are associated with the key during the pre-operational phase, the key is
ready to use in applications and transitions to the operational phase at the appropriate
time.

52



DRAFT January 2003 DRAFT

2. When keys are no longer required for
normal use (i.e., the end of the Pre-operational
cryptoperiod has been reached and the Phase
key is no longer “active’), but access to
those keys needs to be maintained, the

key transitions to the post-operational ®l

phase.

3. When an application processes “ old’
data, it may require the use of a currently @
inactive key (i.e., akey whose Operational
cryptoperiod has passed). This key may Phase +
transition from the post-operational
phase back into the operational phase.
Typicaly, the key will transition back to

Obsolete/
the post-operational phase immediately @ l T @ destroyed

after processing the old data. Phasa
4. Some applications will require that

access be preserved for a period of time, Post-tperational @ +

then the keying material may be Phase

destroyed. When it isclear that akey in
the post-operationa phase is no longer
needed, it may transition to the

obsol ete/destroyed phase.

5. Access does need not be preserved for
some keys for any length of time after
use. Inthis case, the keys may transition directly from the operational phase to the
obsol ete/destroyed phase.

Figure 2: Key Management Phases

7.1  Pre-operational Phase

During the pre-operational phase of key management, keying material is not yet available for
normal cryptographic operations.

7.1.1  User Registration

During user registration, an entity interacts with a registration authority to become an authorized
member of a security domain. In this phase, a user or device name may be established to identify
the member during future transactions. Inparticular, security infrastructures may associate the
identification information with the entity’ s keys (see Section 7.1.6, Key Registration). The entity
may also establish various attributes during the registration process, such as email addresses or
role/authorization information. As with identity information, these attributes may be associated
with the entity’ s keys by the infrastructure to support secure applicationlevel security services.

Since applications will depend upon the identity established during this process, it is crucial that
the registration authority establish appropriate procedures for the validation of identity. Identity
may be established through an in-person appearance at a registration authority, or may be
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established entirely out-of-band. The strength (or weakness) of a security infrastructure will
often depend upon the identification process.

User and key registration (see Section 7.1.6) may be performed separately, or in concert. If
performed separately, the user registration process will generally establish a secret value (e.g., a
password, PIN, or HMAC key); the secret value may be used to authenticate the user during the
key registration step. If performed in concert, the user establishes its identity and performs key
registration in the same process. In this case, a secret value is unnecessary.

7.1.2  System Initialization

System initialization involves setting up or configuring a system for secure operation. This may
include algorithm preferences, the identification of trusted parties, and the definition of domain
parameter policies and any trusted parameters (e.g., recognizing certificate policies or the
identification of IP address validation servers).

7.1.3 User Initialization

User initialization consists of an entity initializing its cryptographic application (e.g., installing
and initializing software or hardware). This involves the use or installation (see Section 7.1.4) of
the initial keying material that may be obtained during user registration Examples include the
installation of akey at a CA, trust parameters, policies, trusted parties, and algorithm
preferences.

7.1.4  Keying Material Installation

The security of keying material installation is crucial to the security of a system. For this
function, keying material is installed for operational use within an entity’ s software, hardware,
system, application, cryptomodule, or device using a variety of techniques. Keying material is
installed when the software, hardware, system, application, cryptomodule, or device isinitialy
set up, when new keying material is added to the existing keying material, and when existing
keying material is replaced (viarekeying, key update, or key derivation - see Section 7.2.3).

The process for the initial installation of keying materia (e.g., by manual entry, electronic key
loader, by a vendor during manufacture) shall include the protection of the keying material
during entry into a software/hardware/system/application/cryptomodul e/ device, take into
account the requirements of FIPS 140-2 and its differing requirements based on levels of
protection, and include any additional procedures that may be required.Note: Should this section
contain guidance on:

issues related to the installation of additiona keying material,
issues related to replacing existing keying material that are not covered in Section 7.2.3,

issues related to keying materia installation during key recovery that are not addressed in
Sections 7.2.2.2 or 7.3.1, or in Appendix B.

Many applications or systems are provided by the manufacturer with keying material that is used
to test that the newly installed application/system is functioning properly. This test keying
material shall not be used operationally.
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7.15 Key Establishment

Key establishment includes the generation of keying material by an entity for its own use (e.g.,
for the protection of stored information); and the generation and distribution, or the agreement of
keying material for communication between entities. During this process, some of the keying
material may be in transit (e.g., the keying material is being manually or electronically
distributed). Other keying material may be retained locally. In either case, the keying material
shall be protected in accordance with Section 5.1.

An entity may be an individual (person), organization, device or process. When keying material
is generated by an entity for its own use, and the keying material is not distributed among “sub-
entities’ (e.g., is not distributed among various individuals, devices or processes within an
organization), one or more of the appropriate protection mechanisms for stored information in
Section 5.2.2 shall be used.

Keying material that is distributed between entities or between sub-entities of a single entity
shall be protected using one or more of the appropriate protection mechanisms specified in
Section 5.2.1. Any keying material that is not distributed (e.g., the private key of akey pair, or
one's own copy of asymmetric key) shall be protected using one or more of the appropriate
protection mechanisms specified in Section 5.2.2.

7.15.1 Generation and Distribution of Asymmetric Key Pairs

Key pairs shall be generated in accordance with the mathematical specifications of the
appropriate Approved standard.

A static key pair shall be generated within a FIPS 140-2 validated cryptographic module or in a
facility that is approved for the generation of classified keying material.. A static key pair shall
be either generated by the entity that “owns’ the key pair (i.e., the entity that uses the private key
in the cryptographic computations) or by afacility that distributes the key pair in accordance
with Section 7.1.5.1.3. When generated by the entity that owns the key pair, the signing private
key shall not be distributed to other entities. In the case of a signature verification public key and
its associated private key, the owner should generate the keying material rather than any other
entity generating the keying material for that owner; this will facilitate nonrepudiation.

Ephemeral keys are often used for key establishment (see [SP 800-56]). They are short-lived and
are statistically unique to each execution of a key establishment process (e.g., unique to each
message or session). An ephemeral key pair shall be generated within a FIPS 140-2 validated
cryptographic module.

The generated key pairs shall be protected in accordance with Section 5.1.1.
7.1.5.1.1 Distribution of Static Public Keys

Static public keys are relatively long lived and are typically used for a number of executions of
an algorithm. The distribution of the public key should provide assurance to the receiver of that
key that:

1. thetrue owner of the key is known (i.e., the owner of the key pair); this requirement may
be disregarded if anonymity is acceptable. However, the strength of the cryptographic
system and trust in the validity of the protected data depends, in large part, on the
assurance of the public key owner’ identity,
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2. the purpose/usage of the key is known (e.g., RSA digital signatures or dlliptic curve key
agreement),

3. any parameters associated with the public key are known (e.g., domain parameters), and

4. the public key has been properly generated (e.g., the owner of the public key actually has
the associated private key and assurance of public key validity has been obtained).

Keysfalling into this category are:
a. The public signature verification key,
b. The public authentication key,
c. The public key transport key,
d. The public static key agreement key, and
e. The public authorization key.

7.15.1.1.1 Distribution of a Trust Anchor's Public Key in a PK1

The public key of atrusted CA, or trust anchor, is the foundation for all PKI-based security
services. Thetrust anchor is not a secret, but the authenticity of the trust anchor is the crucial
assumption for PKI. Trust anchors may be obtained through many different mechanisms,
providing different levels of assurance. The types of mechanisms that are provided may depend
on the role of the user in the infrastructure. A user that is only a*“relying party” — that is, a user
that does not have keys registered with the infrastructure — may use different mechanisms than a
user that possesses keys registered by the infrastructure. Trust anchors are frequently distributed
as "saf-signed” X.509 certificates, that is, certificates that are signed by the subject public key of
the certificate.

Trust anchors are often embedded within an application and distributed with the application. For
example, the installation of a new web browser typically includes the installation or update for
the user’ s trust anchor list. Operating systems often are shipped with "code signing” trust anchor
public keys. The user relies upon the authenticity of the software distribution mechanism to
ensure that only valid trust anchors are installed during installation or update. However, in some
cases other applications may install trust anchor keysin web browsers.

Trust anchors in web browsers are used for severa purposes, including the validation of
SMIME e-mail certificates and web server certificates for "secure websites' that use the
SSL/TLS protocol to authenticate the web server and provide confidentiality. Relying party
users who visit "secure” websites that have a certificate not issued by atrust anchor CA may be
given an opportunity to accept that certificate, either for asingle session, or permanently. Itis
also recommended that relying parties be cautious about accepting certificates from unknown
certification authorities so that they do not, in effect, inadvertently add new permanent trust
anchors.

Roaming users may have particular concerns about trust anchors used by web browsers when
they use systems in kiosks, libraries, Internet cafes, or hotels and systems provided by
conference organizers to access "secure websites." The user than has no control over the trust
anchorsinstalled in the host system, and simply trusts the host systems to make sound choices of
trust anchors. Trust anchor distribution through software installation does not require that the
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relying party be adirect participant in the infrastructure. The relying party trusts the software
distribution mechanism to avoid installation of malicious code. Extending this trust to cover
trust anchors for that application may be reasonable, and allows the relying party to obtain trust
anchors without any additional procedures.

Where a user is a direct participant in the infrastructure, additional mechanisms are usually
available. The user interacts with the infrastructure to register its keys (e.g., to obtain
certificates), and these interactions may be extended to provide trust anchor information. This
allows the user to establish trust anchor information with approximately the same assurance that
the infrastructure has in the user’skeys. In the case of a PKI:

1. Theinitial distribution of the public key of atrusted CA, or trust anchor, should be
performed in conjunction with the presentation of a requesting entity's public key to a
registration authority (RA) or CA during the certificate request process. In general, the
CA's public key, associated parameters, key use, and proof-of- possession are conveyed as
aself-signed X.509 public key certificate. The certificate is digitally signed by the private
key that corresponds to the public key within the certificate. While parameters, and
proof-of-possession may be clearly established from the self-signed certificate, the CA's
identity information cannot be verified from the certificate itself.

2. Thetrusted process used to convey arequesting entity's public key and assurances to the
RA or CA shall aso protect the trust anchor information conveyed to the requesting
entity. In cases where the requesting entity appears in person, the trust anchor
information may be provided at that time. If a secret value has been established during
user registration (see Section 7.1.1), the trust anchor information may be supplied with
the requesting entity’s certificate. In cases where the RA or CA delegates the verification
of the requesting entity’ s identity to another trusted process, the trust anchor information
should be provided along with the unique, unpredictable information (see Section
7.1.1.2).

7.1.5.1.1.2 Submission to a Registration Authority or Certification Authority

Public keys may be provided to a Certification Authority (CA) or to aregistration authority (RA)
for subsequent certification by a CA. During this process, the RA or CA should be provided
with the assurances listed in Section 7.1.5.1.1 by the owner of the key or an authorized
representative (e.g., the firewall administrator). The assurances include the owner’ s identity, the
key use, any parameters to be used, and assurance of public key validity.

In general, the owner of the key isidentified in terms of an identity established during user
registration (see Section 7.1.1). The key owner identifies the appropriate uses for the key, along
with the parameters and any assurances of validity. In cases where anonymous ownership of the
public key is acceptable, the owner or the registration authority generates a pseudonym to be
used as the identity.

In addition to the public key and the assurances listed above, proof of possession (POP) of the
corresponding private key shall be provided by the reputed owner of the key pair. If the owner
is not required to perform POP, it is possible that the CA would bind the public key to the wrong
entity. Asagenera rule, the owner should prove possession by performing operations with the
private key that satisfy the indicated key use. For example, if akey pair isintended to support
key transport, it is recommended that the owner decrypt a key provided to the owner by the CA
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that is encrypted using the owner's public key. If the owner can correctly decrypt the ciphertext
key using the associated private key, then the owner has established POP. In this case, it is not
recommended that POP be afforded by generating and verifying a digital signature with the key
pair.

As with user registration, the strength of the security infrastructure depends upon the methods

used for distributing the key to aRA or CA. There are many different methods, each appropriate
for some range of applications. Some examples of common methods are:

1. The public key, assurances and POP are provided by the public key owner in person, or
by an authorized representative of the private key owner.

2. Theidentity of the public key owner is established at the RA or CA in person or by an
authorized representative of the public key owner during user registration. Unique,
unpredictable information (e.g., an authenticator or cryptographic key) is provided at this
time by the RA or CA to the owner as a secret value. The public key, remaining
assurances (key use, parameters, and assurance of public key validity), and POP are
provided to the RA or CA using a communication protocol protected by the secret value.
It is recommended that the secret value be destroyed by the key owner as specified in
Section 7.3.4 upon receiving confirmation that the certificate has been successfully
generated. The RA or CA may maintain this information for auditing purposes, but it is
recommended that the RA or CA not accept further use of the unique identifier to prove
identity.

When a specific list of public key owners are pre-authorized to register keys, identifiers
may be generated in bulk. In this caseg, it iscritical to protect the secret value from
disclosure, and the procedures must demonstrate that the chain of custody was
maintained. The secret value's lifetime should be limited, but must allow for the public
key owner to appear at the RA or CA, generate their keys, and provide the public key
(under the secret value' s protection) to the RA or CA. Since it may take some time for
the public key owner to appear at the RA or CA, atwo or three week lifetimeis probably
reasonable.

When public key owners are not pre-authorized, the RA or CA must generate the
identifier in the user’s presence. In this case, the time limit may be much more
restrictive, since the public key owner need only generate their keys and provide the
public key to the CA or RA. In this case, a 24-hour lifetime for the secret value would be
reasonable.

3. Theidentity of the public key owner is established at the RA or CA using a previous
determination of the public key owner’s identity. This is accomplished by “chaining” a
new public key certificate request to a previously certified pair (i.e., the signature
verification public key). For example, the request for a new public key certificate is
signed by the owner of the new public key to be certified. It is recommended that the
signing private key used to sign the request be associated with a verification public key
that is certified by the same CA that will certify the new public key. It isalso
recommended that the request contain the new public key, remaining assurances (key use,
parameters, and validation information), and POP.
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4. The public key, key use, parameters, validity assurance information, and POP are
provided to the RA or CA aong with a claimed identity. The RA or CA delegatesthe
verification of the public key owner’ s identity to another trusted process (e.g., an
examination of the public key owner’s identity by the U.S. postal service when delivering
registered mail). Upon receiving arequest for certification, the RA or CA generates and
sends unique, unpredictable information (e.g., an authenticator or cryptographic key) to
the requestor using the trusted process (e.g., a courier). The trusted process verifies the
identity of the requestor prior to delivery of the information provided by the RA or CA.
The owner uses this information to prove that the trusted process succeeded, and the RA
or CA ddiversthe certificate to the owner. It is recommended that the information be
destroyed by the key owner as specified in Section 7.3.4 upon receiving confirmation that
the certificate has been successfully generated. (The RA or CA may maintain this
information for auditing purposes, but should not accept further use of the unique
identifier to prove identity.)

In cases involving an RA, upon receipt of al information from the requesting entity (i.e., the
owner of the new public key), the RA forwards the relevant information to a CA for certification.
The CA shall perform any validation or other checks required for the algorithm with which the
public key will be used (e.g., public key validation) prior to issuing a certificate. The CA should
indicate the checks or validations that have been performed (e.g., in the certificate, or in the CA
policy or practices statement). After generation, the certificate is distributed manually or
electronically to the RA, the public key owner, or a certificate repository (i.e., adirectory) in
accordance with the CA'’s certificate practices statement.

7.15.1.1.3 General Distribution

Public keys may be distributed to entities other than an RA or CA in severa ways. Distribution
methods include:

1. Manual distribution of the public key itself by the owner of the public key (e.g., in aface
to face transfer, or by a bonded courier); the assurances listed in Section 7.1.5.1.1 should
be provided to the recipient prior to the use of the public key.

2. Manud (e.g., in afaceto face transfer or by receipted mail) or electronic distribution of a
public key certificate by the public key owner, the CA, or a certificate repository (i.e., a
directory). Assurances listed in Section 7.1.5.1.1 that are not provided by the CA (e.g.,
public key validation) should be provided to or performed by the receiver of the public
key prior to the use of the key.

3. Electronic distribution of a public key (e.g., using a communication protocol with
authentication and content integrity) in which the distributed public key is protected by a
certified key pair owned by the entity distributing the public key. The assurances listed in
Section 7.1.5.1.1 should be provided to the receiving entity prior to use of the public key.

7.1.5.1.2 Distribution of Ephemeral Public Keys

When used, ephemeral public keys are distributed as part of a secure key agreement protocol.
The key agreement process (i.e., the key agreement scheme + the protocol + any associated
negotiation) should provide a recipient with the assurances listed in Section 7.1.5.1.1. The
recipient of an ephemeral public key shall immediately obtain assurance of validity of that key
as specified in [SP 800-56] prior to continuing with a key agreement process.
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7.1.5.1.3 Distribution of Centrally Generated Key Pairs

When a static key pair is centrally generated, the key pair shall be generated within a FIPS 140-2
validated cryptographic module or in afacility that is approved for the generation of classified
keying material as specified in Section 7.1.5.1 for subsequent delivery to the intended owner of
the key pair. A signing key pair generated by a central key generation facility for its subscribers
will not provide strong non-repudiation for those individual subscribers; therefore, when non
repudiation is required by those subscribers, the subscribers should generate their own signing
key pairs. However, if the central key generation facility generates signing key pairs for its own
organization and distributes them to members of the organization, then non-repudiation is
provided at an organizational level (but not an individual level).

The private key of akey pair generated at a central facility shall only be distributed to the
intended owner of the key pair. The confidentiality of the centrally generated private key shall be
protected, and the procedures for distribution shall authenticate the recipient's identity as
established during user registration (see Section 7.1.1).

The key pair may be distributed to the intended owner using an approved manual method (e.g.,
courier, mail or other method specified by the key generation facility) or secure electronic
method (e.g., a secure communication protocol). The private key shall be distributed in the same
manner as a symmetric key (see Section 7.1.5.2.2). During the distribution process, each key of
the key pair shall be provided with the appropriate protections for that key (see Section 5.1).

When split knowledge procedures are used for the manual distribution of the private key, the key
shall be split into multiple key components that are the same length as the original key; each key
component shall provide no knowledge of the original key (e.g., each key component shall
appear to be generated randomly).

Upon receipt of the key pair, the owner should validate that the public and private keys of the
key pair are correctly associated (i.e., check that they work together, for example, checking that
the signing private key can be verified by the verification public key), and obtain assurance of
the validity of the public key (see [SP 800-56] and [FIPS 186-3]. Further certification and/or
distribution of the public key should not be performed until these checks have been made.

7.1.5.2 Generation and Distribution of Symmetric Keys

The symmetric keys used for the encryption and decryption of data or other keys and for the
computation of MACs (see Sections 4.2.2 and 4.2.3) shall be determined by an Approved
method and shall be provided with protection that is consistent with Section 5.

Symmetric keys shall be:

1. generated and subsequently distributed (see Sections 7.1.5.2.1 and 7.1.5.2.2) either
manually (see Section 7.1.5.2.2.1), using a public key transport mechanism (se Section
7.1.5.2.2.2), or using a previoudly distributed or agreed upon key encrypting key (see
Section 7.1.5.2.2.2),

2. established using a key agreement scheme (i.e., the generation and distribution are
accomplished with one process) (see Section 7.1.5.2.3),

3. determined by akey update process (see Section 7.2.3.2), or
4. derived from a master key (see Section 7.2.4).
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7.15.2.1 Key Generation

Symmetric keys determined by key generation methods shall be either generated by an
Approved random number generation method, created from the previous key during a key update
procedure (see Section 7.2.3.2), or derived from a master key (see Section 7.2.4). Note that in
some applications, keys are generated from passwords; the use of these keys to protect
information has not been evaluated. See Appendix C for a discussion on the generation of keys
from passwords..

When split knowledge procedures are used for the manual distribution of the key (see Section
7.1.5.2.2.1), the key shall exist as multiple key components that are the same length as the
original key; each key component shall provide no knowledge of the key (e.g., each key
component must appear to be generated randomly and have no identifiable relationship to the
key). The keying material may be created and then split into components, or may be created as
Separate components.

Key generation shall be performed in a FIPS 140-2 validated cryptographic module or in a
facility that is approved for the generation of classified keying material.

Keys used only for the storage of information (i.e., data or keying material) should not be
distributed except for backup or to other entities within an organization that may require access
to the information protected by the keys. If the keys are used to protect data or keys to be
communicated between entities, one of the entities generates the keys and transports (sends) the
keys to the other entity(ies) (see Section 7.1.5.2.2).

7.1.5.2.2 Key Distribution

Keys generated in accordance with Section 7.1.5.2.1 as key encrypting keys (used for key
wrapping), as the initial key for key update, as master keys to be used for key derivation, or for
the protection of communicated information are distributed manually (manual key transport) or
using an electronic key transport protocol (electronic key transport).

7.15.2.2.1 Manual Key Distribution

Keys distributed manually (i.e., by other than an electronic key transport protocol) shall be
protected throughout the distribution process. During manual distribution, secret or private keys
shall either be encrypted or be distributed using appropriate physical security procedures. If
multi-party control is desired, split knowledge procedures may be used as well. The manual
distribution process shall assure:

1. that the distribution of the keysis authorized,

2. that the entity distributing the keys is trusted by both the entity that generates the keys
and the entity(ies) that receives the keys,

3. thekeys are protected in accordance with Section 5, and
4. that the keys are received by the authorized recipient.

When distributed in encrypted form, the key shall be encrypted by a key encrypting key that is
used only for key wrapping, or by a public key transport key owned by the intended recipient.
The key encrypting key or public key transport key shall have been distributed

as specified in this guideline.
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When using split knowledge procedures, each key component shall be either encrypted or
distributed separately via secure channels for delivery to a different individual. Appropriate
physical security procedures shall be used to protect each key component as sensitive
information.

Physical security procedures may be used for al forms of manual key distribution. However,
these procedures are particularly critical when the keys are distributed in plaintext form. In
addition to the assurances listed above, accountability and auditing of the distribution process
(see Sections 8.5 and 8.6) should be used.

7.1.5.2.2.2 Electronic Key Distribution/Key Transport

Electronic key distribution, or key transport, is used to distribute keys via a communication
channel (e.g., the Internet or a satellite transmission). Electronic key transport requires the prior
distribution of akey encrypting key to be used for key wrapping or a public key transport key as
follows:

1. A key encrypting key used for key wrapping shall be generated and distributed in
accordance with Sections 7.1.5.2.1 and 7.1.5.2.2, or established using a key agreement
scheme as defined in Section 7.1.5.2.3.

2. A public key transport key shall be generated and distributed as specified in Section
7.15.1.

Approved schemes for the transport of keys using the previously established key encrypting key
or public key transport key are provided in [SP 800-56]. The Approved key transport schemes
provide assurance that:

a. thekey encrypting key and the distributed key are not disclosed or modified, and
b. the keys are protected in accordance with Section 5.

In addition, the Approved key transport schemes, together with the associated key establishment
protocol, should provide assurance to the recipient that the recipient has received the correct key.
In some protocols, the assurance is extended to the sender as well.

7.1.5.2.3 Key Agreement

Key agreement is used in a communication environment to establish keying material using
public information contributed by all entities in the communication (most commonly, only two
entities) without actually sending the keying material. Approved key agreement schemes are
provided in [SP 800-56]. Key agreement requires the availability of asymmetric key pairs or
symmetric key encrypting keys (i.e., key wrapping keys) that are used to cal cul ate shared secrets,
which are then used to derive symmetric keys and other keying materia (e.g., IVS).

A key agreement scheme uses (1) symmetric key encrypting keys, or (2) either static or
ephemeral key pairs or both. The key pairs should be generated and distributed as discussed in
Section 7.1.5.1. The static and ephemeral key pairs and the subsequently derived keying material
must be protected as specified in Section 5.

A key agreement scheme and its associated key establishment protocol should provide the
following assurances:
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1. Each entity in the key establishment process knows the identity of the other entity(ies);
this may be achieved by the key agreement scheme or may be achieved by the protocol in
which key agreement is performed®. Note that the identity may be a “pseudo- identity”,
not the identity appearing on the entity’s birth certificate, for example.

2. Thekeys used in the key agreement scheme are correctly associated with the entities
involved in the key establishment process.

3. Thederived keys are correct.

Keys derived through key agreement and itsenabling protocol should not be used to protect and
send information until al desired properties have been achieved.

7.15.3 Generation and Distribution of Other Keying Material

Keys are often generated in conjunction with or are used with other keying material. This other
keying material shall be protected in accordance with Section 5.2.

7.15.3.1 Domain Parameters

Domain parameters are used by some public key algorithms to generate key pairs, to compute
digital signatures, or to establish keys. Typically, domain parameters are generated infrequently
and used by a community of users for along period of time. Domain parameters may be
distributed in the same manner as the public keys with which they are associated, or they may be
made available at some other accessible site. Assurance of the validity of the domain parameters
shall be obtained prior to use, either by atrusted entity that indicates its “blessing” on the
parameters (e.g., a CA), or by the entity’s themselves. Assurance of domain parameter validity is
addressed in [FIPS 186-3] and [ SP 800-56]. Obtaining this assurance should be addressed in a
CA’s certificate practices statement or an organization's security plan.

7.1.5.3.2 Initialization Vectors

Initialization vectors (1Vs) are used by symmetric algorithms in several modes of operation for
encryption and decryption, or for authentication. The criteria for the generation and use of 1Vsis
provided in [SP 800-38A]; IVs shall be protected as specified in Section 5. When distributed,
Vs may be distributed in the same manner as their associated keys, or may be distributed with
the information that uses the 1Vs as part of the encryption or authentication mechanism.

7.15.3.3 Shared Secrets

Shared secrets are computed during a key agreement process and are subsequently used to derive
keying material. Shared secrets are generated as specified by the appropriate key agreement
scheme (see [SP 800-56]), but shall not be distributed.

8 Theidentity of another entity is established (a) by akey agreement scheme when that entity uses a static key pair
that has been registered with an infrastructure (e.g., aPKI1), or (b) by the use of akey that has been previously
established with the receiving entity. In case (b), the previously established key could be used to authenticate that
the entity isthe same asthe entity associated with previous transactions, without ever revealing the entity'sreal
identity. This may be beneficial in special circumstances, such as awhistleblower scenario.
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7.15.3.4 Secret and Public Seeds

Seeds are used to initialize a pseudorandom number generator (PRNG). The criteria for the
selection of a seed is provided in the specification of an Approved PRNG. Secret seeds shall not
be distributed; public seeds may be distributed using a method that will protect the public seed as
specified in Section 5.

7.15.35 Intermediate Results

Intermediate results occur during computation using cryptographic algorithms. These results
should not be distributed.

716  Key Registration

Key registration results in the binding of keying material to information or attributes associated
with a particular entity. This information typically includes the identity of the entity associated
with the keying material and the intended use of the keying materia (e.g., signing key, data
encryption key, etc.). Additional information may include authorization information or specify
the level of trust. The binding provides assurance to the community at large that the keying
material is used by the correct entity in the correct application. The binding is often
cryptographic, which creates a strong association between the keying material and the entity. A
trusted third party performs the binding. Examples of atrusted third party include a Kerberos
realm server or a PKI certification authority (CA).

When a Kerberos ream server performs the binding, a symmetric key is stored on the server
with the corresponding attributes, In this case, the registered keying material is maintained in
confidential storage (i.e., the keys are provided with confidentiality protection).

When a CA performs the binding, the public key and associated attributes are placed in a public
key certificate, which is digitally signed by the CA. In this case, the registered key material may
be publicly available.

When a CA provides a certificate for public keys, the keys shall be verified to ensure that they
are indeed associated with the private key known by the purported owner of the public key. This
is commonly known as proof-of-possession (POP). As a genera rule, POP should be
accomplished using the keys for their intended function. For example, it is recommended that the
POP of a public key transport key be done using a key transport function, not a digital signature
function.

7.2 Operational Phase

Keying material used during the cryptoperiod of akey is often stored for access as needed.
During storage, the keying material shall be protected as specified in Section 5.2.2. During
normal use, the keying material is stored either on the device or module that uses that material,
or on areadily accessible storage media. When the keying material is required for operational
use, the keying material is acquired from immediately accessible storage when not present in
active memory within the device or module.

To provide continuity of operations when the keying material becomes unavailable for use from
normal operational storage during its cryptoperiod (e.g., because the material islost or
corrupted), keying material may need to be recoverable. If an analysis of system operations
indicates that the keying material needs to be recoverable, then the keying material shall either
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be backed up (see Section 7.2.2.1), or the system be designed to allow reconstruction (e.g., re-
derivation) of the keying material. Acquiring the keying material from backup or by
reconstruction is commonly known as key recovery (see Section 7.2.2.2).

At the end of akey’s cryptoperiod, a new key needsto be available to replace the old key if
operations are to be continued. This can be accomplished by rekeying (see Section 7.2.3.1), key
update (see Section 7.2.3.2) or key derivation (see Section 7.2.3.3). A key shall be destroyed in
accordance with Section 7.3.4 and should be destroyed as soon as that key is no longer needed in
order to reduce the risk of exposure.

7.21  Normal Operational Storage

The objective of key management is to facilitate the operational availability of keying materia
for standard cryptographic purposes. Usually, akey remains operational until the end of the
key’s cryptoperiod (i.e., the expiration date). During normal operational use, keying material is
available either in the device or module (e.g., in RAM) or in an immediately accessible storage
media (e.g., on aloca hard disk).

7211 Device or Module Storage

Keying material may be stored in the device or module that adds, checks or removes the
cryptographic protection on information. The storage of the keying material shall be consistent
with Section 5, as well as with FIPS 140-2.

7.2.1.2 Immediately Accessible Storage Media

Keying material may need to be stored for normal cryptographic operations on an immediately
accessible storage media (e.g., alocal hard drive) during the cryptoperiod of the key. The storage
requirements of Section 5.2.2 apply to this keying material.

7.2.2  Continuity of Operations

Keying material can become lost or unusable due to hardware damage, corruption or loss of
program or datafiles, or system policy or configuration changes. In order to maintain the
continuity of operations, it is often necessary for users and/or administrators to be able to recover
keying materias from back-up storage. However, if operations can be continued without the
backup of keying material (e.g., by key replacement), or the keying materia can be recovered or
reconstructed without being saved, it may be preferable not to save the keying material in order
to lessen the possibility of a compromise of the keying material or other cryptographic related
information.

The compromise of keying material affects continuity of operations (see Section 8.4). When
keying material is compromised, the continuity of operations requires the establishment of
entirely new key material (see Section 7.1.5), following an assessment of what keying material is
affected and must be replaced.

7221 Backup Storage

The backup of keying material on an independent, secure storage media provides a source for
key recovery (see Section 7.2.2.2). Backup storage is used to store copies of information that is
also currently available in normal operational storage during akey’s cryptoperiod (i.e., in the
cryptographic device or module, or on an immediately accessible storage media - see Section
7.2.1.1). Not al keys need be backed up. The storage requirements of Section 5.2.2 apply to
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keying materia that is backed up. Tables 4 and 5 provide guidance about the backup of each type
of keying material and other related information. An “OK” indicates that storage is permissible,
but not necessarily required. The final determination for backup should be made based on the
application in which the keying material is used. A detailed discussion about each type of key
and other cryptographic information is provided in Appendix B.3.

Keying material maintained in backup should remain in storage for at least as long as the same
keying material is maintained in storage for normal operational use (see Section 7.2.1). When no
longer needed for normal operational use, the keying material and other related information
should be removed from backup storage. When removed from backup storage, all traces of the
information shall be destroyed in accordance with Section 7.3.4.

A discussion of backup and recovery is provided in [ITL Bulletin].

Table 4. Backup of keys.

Typeof Key

Backup?

Private signature key

No (in general); nonrepudiation would be in question
However, it may be warranted in some cases - aCA'’s
signing private key, for example. When required, any
backed up keys must be stored under the owner’s control.

Public signature verification key

OK; its presence in a public-key certificate that is available
elsewhere may be sufficient.

Symmetric authentication key

OK

Private authentication key

OK, if required by an application.

Public authentication key

OK; its presence in a public-key certificate that is available
elsawhere may be sufficient.

Symmetric data encryption key

OK

Symmetric key wrapping key

OK

Random number generation key

Not necessary and may not be desirable, depending on the
application.

Symmetric master key

OK

Private key transport key

OK

Public key transport key

OK; presence in apublic-key certificate available elsewhere
may be sufficient.

Symmetric key agreement key

OK

Private static key agreement key

No, unless needed for reconstruction during key recovery.
However, when ephemeral information (e.g., a private
ephemeral key agreement key) is used in a key agreement
scheme, knowledge of the private static key agreement key
and any public keys will not be sufficient.
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Type of Key Backup?

Public static key agreement key OK; its presence in a public-key certificate that is available
elsewhere may be sufficient.

Private ephemeral key agreement | No
key

Public ephemeral key agreement | No, unless needed for reconstruction during key recovery
key

Symmetric authorization key OK
Private authorization key OK
Public authorization key OK; its presence in a public-key certificate that is available

elsewhere may be sufficient.

Table 5. Backup of other cryptographic or related information.

Type of Keying M aterial Backup?
Domain parameters OK
Initialization vector OK, if necessary
Shared secret No
Secret seed No
Public seed OK, if required for the validation of domain parameters
Other public information OK
Intermediate results No
Key control information (e.g., OK
IDs, purpose, €etc.)
Random number OK
Passwords OK
Audit information OK

7.2.2.2 Key Recovery

Keying material that is in active memory or stored in normal operationa storage may sometimes
be lost or corrupted (e.g., from a system crash or power fluctuation). Some of the keying material
is needed to continue operations and cannot easily be replaced. An assessment needs to be made
of which keying material needs to be preserved for possible recovery at alater time.

The decision as to whether key recovery is required should be made on a case by case basis. The
decision should be based on:

1. thetype of key (e.g., private signature key, symmetric data encryption key),
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2. the application in which the key will be used (e.g., interactive communications, file
storage),

3. whether the key is"owned" by the local entity (e.g., aprivate key) or by another entity
(e.g., the other entity's public key) or is shared (e.g., a symmetric data encyption key
shared by two entities),

4. therole of the entity in acommunication (e.g., sender of receiver), and

5. the algorithm or computation in which the key will be used (e.g., does the entity have the
necessary information to perform a given computation if the key were to be recovered)®.

The factorsinvolved in a decision for or against key recovery should be carefully assessed. The
trade-offs are concerned with continuity of operations versus the risk of possibly exposing the
keying material and the information it protects if control of the keying material islost. If itis
determined that a key needs to be recovered, and the key is still active (i.e., the cryptoperiod of
the key has not expired), then the key shall be replaced as soon as possible in order to limit its
exposure (see Section 7.2.3).

| ssues associated with key recovery and discussions about whether or not different types of
cryptographic material need to be recoverable are provided in Appendix B.

7.23  Key Replacement
There are several reasons for replacing a key with another key.
1. Thekey may have been compromised.
2. Thekey’'s cryptoperiod may be nearing expiration.
3. It may be desirable to limit the amount of data protected with any given key.
A key may be replaced by rekeying or by key update.
7231 Rekeying

If the new key is generated in a manner that is entirely independent of the “value” of the old key,
the process is known as rekeying. This replacement shall be accomplished using one of the key
establishment methods discussed in Section 7.1.5. Rekeying is used when a key has been
compromised (provided that the rekeying scheme itself is not compromised) or when the
cryptoperiod is nearing expiration.

7.2.3.2 Key Update

If the “value’ of the new key is dependent on the value of the old key, the process is known as
key update (i.e., the current key is modified to create a new key). This should be accomplished
by applying a nonreversible function to the old key and other data. Unlike rekeying, key update
does not require the exchange of any new information between the entities that previously shared
the old key. For example, the two entities may agree to update their shared key on the first day
of each month. Since a nonreversible function is used in the update process, previous keys are
protected in the event that akey is compromised. However, future keys are not protected. After

® This could be the case when performing a key establishment process for some key establishment schemes (see SP
800-56).
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alimited number of updates, new keying material should be established by employing a fresh
rekey operation (see Section 7.2.3.1). Key update is often used to limit the amount of data
protected by a single key, but it would not be used to replace a compromised key.

724  Key Derivation

Symmetric and private cryptographic keys may be derived from other secret values, sometimes
called master keys. The secret values and possibly other information are input into a function that
outputs one or more derived keys. In contrast to key replacement, the derived keys are often used
for new purposes, rather than for replacing the secret values from which they are derived. The
derivation function should be a non-reversible function so that the secret values cannot be
determined from the derived keys. In addition, it should not be possible to determine a derived
key from other derived keys. It should be noted that the strength of the derived key is no greater
than the strength of the secret values from which the key was derived.

Four of the cases are discussed below.

1. Two parties derive common keys from a common shared secret. This approach is used in
the key agreement techniques specified in [SP 800-56]. The security of this processis
dependent on the security of the shared secret and the specific key derivation function
used. If the shared secret is known, the derived keys may be determined. A key
derivation function specified in [SP 800-56] shall be used for this purpose. These
derived keys may be used to provide the same confidentiality, authentication, and data
integrity services as randomly generated keys

2. Individual entity keys are derived from a master key. Thisis often accomplished by using
the master key, entity ID, and other known information as input to a function that
generates the entity keys. The security of this process depends upon the security of the
master key and the key derivation function. If one of the entities knows the master key,
the other entity keys may all be generated. Therefore, keys derived from a master key are
only as secure as the master key itself. Aslong as the master key is kept secret, these
keys may be used in the same manner as randomly generated keys.

3. Theindividual entity key is derived from a master key and the entity password. These
secret values are input to the key derivation function along with other known information.
The security of a derived entity key is dependent upon the security of the master key, the
security of the password, and the strength of the key derivation process. Thisform of key
derivation is often used to add the entity authentication service to the derived keys. As
long as the secret inputs are kept secret, these keys may be used in the same manner as
randomly generated keys.

4. Theindividual entity key is derived from the entity password®. Thisis accomplished
using a password, entity ID, and other known information as input to the key derivation
function. This technique differs from the previous technique in that no master key is
used. Therefore, the security of the process depends solely upon the security of the
password and the key derivation process. If the entity password is known or can be
guessed, then the corresponding derived entity key may be generated. Since the number

10 Thistechniqueis used in RSA PKCS #5.
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of possible (or likely) passwords is often significantly smaller than the number of
possible keys, keys derived in this manner are likely to be less secure than randomly
generated keys. Keys derived in this case shall be used for authentication purposes only
and not for genera encryption. Other uses of the keys have not been evaluated (see
Appendix C).

7.3  Post-Operational Phase

During the post-operationa phase, keying material is no longer in operational use, but access to
the keying material is till possible.

7.3.1  Archive Storage and Key Recovery

If the keying material needs to be recoverable after the end of its cryptoperiod, the keying
material shall be either archived or the system be designed to allow reconstruction (e.g., re-
derivation) of the keying material. Acquiring the keying material from archive storage, or by
reconstruction is commonly known as key recovery.

A key management archive is arepository containing keying material and other related
information of historical interest. Not all keying material needs to be archived. An organization's
security plan should indicate the types of information that are to be archived (see Part 2).

While in storage, archived information may be either static (i.e., never changing) or may need to
be re-encrypted under a new archive encryption key. Archived data should be stored separately
from operational data, and multiple copies of archived cryptographic information should be
provided in physically separate locations (i.e., it is recommended that the key management
archive be backed up). For critical information encrypted under archived keys, it may be
necessary to back up archive keys and to store multiple copies of archived keys in separate
locations.

When archived, keying material should be archived prior to the end of the validity period (i.e.,
cryptoperiod, reliance period) of the key. When no longer required, the keying material shall be
destroyed in accordance with Section 7.3.4.

Archived cryptographic information requires protection in accordance with Section 5.2.2.
Confidentiality is provided by an archive encryption key (one or more encryption keys that are
used exclusively for the encryption of archived information), by another key that has been
archived, or by akey that may be derived from an archived key. When encrypted by the archive
encryption key, the encrypted keying materia shall be re-encrypted by any new archive
encryption key at the end of the cryptoperiod of the old archive encryption key. When the
keying material is re-encrypted, integrity values on that keying material shall be recomputed.

Likewise, integrity protection is provided by an archive integrity key (one or more
authentication or digital signature keys that are used exclusively for the archive) or by another
key that has been archived. At the end of the cryptoperiod of the archive integrity key, new
integity values shall be computed on the archived information on which the old archive
integrity key was applied.
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The archive keys may be either symmetric keys, or public key pairs. The keys used for
confidentiality and integrity shall be different, and shall be protected in the same manner as
their key type (see Section 5).

The key archiving technique that is used should be appropriate to the storage method used for
the encrypted information protected under archived keys. For example, the differences between
the organization of random access data files and database management system (DBMS) files are
such that a method used to store keys under which random access files are protected and to
associate the keys with the protected data would likely be both inappropriate and inadequate for
DBMS applications. (Assume that the elements stored in a database are created at different
times and protected under different keys. The key information would then need to be associated
with data elements rather than data files.)

Tables 6 and 7 indicate the desirability of archiving the various cryptographic information. An
“OK” in column 2 (Archive?) indicates that archival is permissible, but not necessarily required.
Column 3 (Retention period) indicates the minimum time that the key should be retained in the
archive. Additional advice on the storage of keying material in archive storage is provided in
Appendix B.3.

Table 6: Archive of keys.

Typeof Key Archive? Retention period (minimum)
Private signature key No
Public signature verification OK Until no longer required to verify data
key signed with the assoc. private key
Symmetric authentication key | OK Until no longer needed to authenticate data.
Private authentication key No
Public authentication key OK Until no longer required to verify the

authenticity of data that was authenticated
with the assoc. private key

Symmetric data encryption OK Until no longer needed to decrypt data
key encrypted by this key
Symmetric key wrapping key | OK Until no longer needed to decrypt keys
encrypted by this key
Symmetric random number No
generator key
Symmetric master key OK, if needed Until no longer needed to derive other keys
to derive other
keys for
archived data
Private key transport key OK Until no longer needed to decrypt keys
encrypted by this key
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Type of Key Archive? Retention period (minimum)
Public key transport key No
Symmetric key agreement key | OK
Private static key agreement OK if needed to | Until no longer needed to reconstruct
key reconstruct keying material
keying material
Public static key agreement OK if needed to | Until no longer needed to reconstruct
key reconstruct keying material
keying material
Private ephemeral key No
agreement key
Public ephemeral key No
agreement key
Symmetric authorization key | No
Private authorization key No
Public authorization key No

Table 7: Archive of Other Cryptographic and Related I nfor mation.

Type of Key Archive? Retention period (minimum)
Domain parameters OK Until al keying material, signatures and
signed data using the domain parameters are
removed from the archive
Initialization vector OK; normally Until no longer needed to process the
stored with the | protected data
protected
information
Shared secret No, unless Until no longer needed to validate or
needed to reconstruct derived keying material for
validate or archived information.
reconstruct
derived keying
material for
archived
information
Secret seed No
Public seed OK Until no longer needed to process generated

data
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Type of Key Archive? Retention period (minimum)
Other public information OK Until no longer needed to process data using
the public information
Intermediate result No
Key control information (e.g., | OK Until the associated key is removed from
IDs, purpose) the archive
Random number No
Password No, unlessused | Until no longer needed to detect password
to detect the reuse
reuse of old
passwords
Audit information OK Until no longer needed

After the end of akey’s cryptoperiod, keying material may be recovered from archival storage,
providing that the keying material has been archived. Alternatively, the keying material may be
reconstructed (e.g., rederived), if the key management system has been appropriately designed.

Key recovery of archived keying material may be required to remove (e.g., decrypt) or check
(e.g., verify adigital signature or aMAC) the cryptographic protections on archived data. The
key recovery process results in retrieving the desired keying material from archive storage and
placing it in active memory or normal operational storage in order to perform the required
cryptographic operation. Immediately after completing this operation, the keying material shall
be erased from the active memory and normal operational storage (see Section 7.3.4). Further
advice on key recovery issuesis provided in Appendix B.

7.3.2  User Deregistration

When an entity ceases to be a member of a security domain, the entity shall be de-registered.
De-registration is intended to prevent other entities from relying on or using the de-registered
entity's keying material.

All records of the entity and the entity's associations shall be marked to indicate the entity is no
longer a member of the security domain, but the records should not be deleted. To reduce
confusion and unavoidable human errors, identification information associated with the de-
registered entity should not be re-used (at least for a period of time). For example, if a“John
Wilson” retires and is de-registered on Friday, it is recommended that the identification
information assigned to his son “John Wilson”, who is hired the following Monday, be different.

7.3.3  Key De-registration

Registered keying material may be associated with the identity of a key owner, owner attributes
(e.g., email address), or role or authorization information. When the keying material is no longer
needed, or the associated information becomes invalid, the keying material should be de-
registered (i.e., al records of the keying material and its associations should be marked to
indicate that the key is no longer in use).
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When a cryptographic key is compromised, that key and any associated keying material should
be de-registered. For example, when a private key is compromised, it is recommended that the
corresponding public key certificate be revoked. Certificate revocation because of a key
compromise advertises that the binding between the owner and the key is no longer to be trusted.
In a PKIl, key de-registration is commonly achieved by including the certificate in alist of
revoked certificates (i.e.,, a CRL). Where the PKI uses online status mechanisms (e.g., the
Online Certificate Status Protocol [OCSP]), de-registration is achieved by informing the
appropriate certificate status server(s).

Keying material should be de-registered when the attributes associated with an entity are
modified. For example, if an entity's email addressis associated with a public key, and the
entity's address changes, the keying materia should be de-registered to indicate that the
associated attributes have become invalid. Unlike the case of key compromise, the entity could
safely re-register the public key after modifying the entity's attributes through the user
registration process (see Section 7.1.1).

7.34  Key Destruction

All copies of the private or symmetric key shall be destroyed as soon as no longer required (e.g.,
for archival or reconstruction activity) in order to minimize the risk of a compromise. Any media
on which unencrypted keying material requiring confidentiality protection is stored shall be
erased in a manner that removes all traces of the keying material so that it cannot be recovered
by either physical or eectronic means™®. Public keys may be retained or destroyed, if desired.

7.35 Key Revocation

It is sometimes necessary to remove keying material from use prior to the end of its normal
cryptoperiod for reasons that include key compromise, removal of an entity from an
organization, etc. This process is known as key revocation and is used to explicitly revoke a
symmetric key or the public key of akey pair, although the private key associated with public
key is also revoked.

Key revocation may be accomplished using a notification indicating that the continued use of the
keying materia is no longer recommended. The notification could be provided by actively
sending the notification to al entities that might be using the revoked keying material, or by
allowing the entities to request the status of the keying material (i.e, a“push” or a“pull” of the
status information). The notification should include a complete identification of the keying
material, the date and time of revocation and the reason for revocation, when appropriate (e.g.,
key compromised). Based on the revocation information provided, other entities could then make
a determination of how they would treat information protected by the revoked keying material.

For example, if a signature verification public key is revoked because an entity left an
organization, it may be appropriate to honor all signatures created prior to the revocation date. If
asigning private key is compromised, an assessment needs to be made as to whether or not
information signed prior to the revocation would be considered as valid.

1 A simple deletion of the keying material might not completely obliterate the information. Erasing the information
might require overwriting that information with other non-related information, such as random bits, or all zero or
one hits.
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As another example, a symmetric key that is used to generate MACs may be revoked so that it is
not used to generate MACs on new information. However, the key may be retained so that
archived documents can be verified.

The details for key revocation should reflect the lifecycle for each particular key. If akey is
used in a pair-wise situation (e.g., two entities communicating in a secure session), the entity
revoking the key shall inform the other entity. If the key has been registered with an
infrastructure, the entity revoking the key cannot always directly inform the other entities that
may rely upon that key. Instead, the entity revoking the key shall inform the infrastructure that
thekey shall be revoked (e.g., using a certificate revocation request). The infrastructure shall
respond by de-registering the key material (see 7.3.3).

7.4  Obsolete/Destroyed Phase

The keying materia is no longer available. All records of its existence may have been deleted.
However, some organizations may require the retention of key management records for audit
purposes. For example, if acopy of an ostensibly destroyed key is found in an uncontrolled
environment, records of the identity of the key and its use may be helpful in determining what
was protected under the key, the probability that the information or process was compromised,
and how to recover from any assumed compromise.
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8 GENERAL KEY MANAGEMENT GUIDANCE

This section is intended to provide general guidance concerning key usage, cryptoperiod length,
assurance of domain parameter and public key validity, key compromise, accountability, audit
and key management system survivability. In addition, guidance is provided for selecting
appropriate agorithms and key sizes and using the key establishment techniques specified in [SP
800-56].

8.1 KeyUsage

It isageneral precept of secure key management that a single key shall be used for only one
purpose (e.g., encryption, authentication, key wrapping, random number generation, or digital
signatures). There are severa reasons for this.

1. Each use of akey may expose the key to attack in some way, and using the key for
different cryptographic processes may expose the key to additional attacks.

2. Limiting the use of akey limits the damage that could be done if the key is compromised.

3. Some uses of keys interfere with each other. For example, consider a key pair used for
both key transport and digital signatures. A private key transport key that is used to
decrypt a symmetric data encryption key that is, in turn, used for the decryption of an
encrypted file may need to be retained for use as long as the datain the encrypted file
needs to be accessed. The retention period may be longer than the cryptoperiod of the
associated public key transport key that was used to encrypt the symmetric data
encryption key. On the other hand, a public signature verification key used to validate
digital signatures needs to be retained as long as the digital signature on any information
signed by the associated private signature key may need to be verified. However, the
associated private signature key shall be destroyed at the expiration of its validity period
to prevent its compromise. In this example, the longevity requirements for the key
transport key pairs and the digital signature key pairs contradict each other.

This principle does not preclude using a single key in cases where the same process can provide
multiple services. Thisis the case, for example, when a digital signature provides non
repudiation, authentication and integrity protection using asingle digital signature, or when a
single symmetric data encryption key can be used to encrypt and authenticate datain asingle
cryptographic operation (e.g., using an authenticated encryption operation, as opposed to
separate encryption and authentication operations). Also refer to Section 3.7.

8.2  Cryptoperiods

A cryptoperiod is the time span during which a specific key is authorized for use by legitimate
entities, or the keys for a given system will remain in effect. A suitably defined cryptoperiod:

1. limits the amount of information protected by a given key that is available for
cryptanaysis,

2. limits the amount of exposure if asingle key is compromised,

3. limitsthe use of a particular algorithm to its estimated effective lifetime,
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4. limitsthe time available for attempts to penetrate physical, procedural, and logical access
mechanisms that protect a key from unauthorized disclosure

5 limits the period within which information may be compromised by inadvertent
disclosure of keying material to unauthorized entities, and

6. limits the time available for computationally intensive cryptanalytic attacks (in
applications where long-term key protection is not required).

Trade-offs associated with the determination of cryptoperiods involve the risk and consequences
of exposure.

8.2.1 Risk Factors Affecting Cryptoperiods
Among the factors affecting the risk of exposure are:

1. the strength of the cryptographic mechanisms (e.g., the algorithm, key length, mode of
operation),

2. the embodiment of the mechanisms (e.g., FIPS 140-2 Level 4 implementation, or
software implementation on a Microsoft Windows machine),

3. the operating environment (e.g., secure limited access facility, open office environment,
or publicly accessible terminal),

4. the volume of information flow or the number of transactions,
5. the security life of the data,

6. the security function (e.g., data encryption, digital signature, key production or
derivation, key protection),

7. therekeying method (e.g., keyboard entry, rekeying using a key loading device where
humans have no direct access to key information, remote rekeying within a PKI),

8. thekey update or key derivation process
9. the number of nodes in a network that share a common key,
10. the number of copies of a key and the distribution of those copies, and

11. the threat to the information (e.g., who the information is protected from, and what are
their perceived technical capabilities and financial resources to mount an attack).

In some cases, increased risk might suggest shorter cryptoperiods, while in other cases, increased
risk might suggest a need for longer cryptoperiods. For example, some cryptographic algorithms
might be more vulnerable to cryptanalysis if the adversary has access to alarge volume of
stereotyped data that is encrypted under the same key. Particularly where a symmetric key is
shared among several entities, it may be prudent to employ short cryptoperiods for such
algorithms. On the other hand, where manual key distribution methods are subject to human

error and frailty, more frequent key changes might actually increase the risk of exposure. In these
cases, especially when very strong cryptography is employed, it may be more prudent to have
fewer, well-controlled manual key distributions rather than more frequent, poorly controlled
manual key distributions.

In general, where strong cryptography is employed, physical, procedural, and logical access
protection considerations often have more impact on cryptoperiod selection than do algorithm
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and key size factors. In the case of FIPS-approved algorithms, modes of operation, and key
Sizes, adversaries may be able to access keys through penetration or subversion of a system with
less expenditure of time and resources than would be required to mount and execute a
cryptographic attack.

8.2.2 Consequence Factor s Affecting Cryptoperiods

The consequences of exposure are measured by the sensitivity of the information, the criticality
of the processes protected by the cryptography, and the cost of recovery from the compromise of
the information or processes. Sensitivity refersto the lifespan of the information being protected
(e.g., 10 minutes, 10 days or 10 years) and the potential consequences of aloss of protection for
that information (e.g., the disclosure of the information to unauthorized entities). In general, as
the sensitivity of the information or the criticality of the processes protected by cryptography
increase, the length of the associated cryptoperiods should decrease in order to limit the damage
that might result from each compromise. Thisis, of course, subject to the caveat regarding the
security and integrity of the rekeying , key update or key derivation process (see Sections 7.2.3
and 7.2.4). Particularly where denial of service is the paramount concern, and thereis a
significant potentia for error in the rekeying, key update or key derivation process, short
cryptoperiods may be counterproductive.

8.2.3 Other Factors Affecting Cryptoperiods
8.2.3.1 Communications Versus Storage

Keysthat are used for confidentiality protection of communications exchanges in which the
information being exchanged does not require long term protection may often have shorter
cryptoperiods than keys used for the protection of stored data.

8.2.3.2 Cost of Key Revocation and Replacement

In some cases, the costs associated with changing keys are painfully high. Examples include
decryption and subsequent re-encryption of very large databases, decryption and re-encryption of
distributed databases, and revocation and replacement of a very large number of keys (e.g.,
where there are very large numbers of geographically and organizationally distributed key
holders). In such cases, the expense of security measures necessary to support longer
cryptoperiods may be justified (e.g., costly and inconvenient physical, procedural, and logical
access security; use of cryptography strong enough to support longer cryptoperiods evenwhere
this may result in significant additional processing overhead. Alternatively, the cryptoperiod may
be shorter than would otherwise be necessary in order to limit the size of Certificate Revocation
Lists (CRLs) or Compromised Key Lists (CKLS).

8.2.4 Usage Periods Versus Cryptoperiod

In some cases, a key may have different cryptoperiods for its use in originating cryptographic
protection and the subsequent processing of protected information by a recipient.

8.2.4.1 Public Key and Private Key Cryptoperiods

For key pairs, each key of the pair has its own cryptoperiod. That is, each key is used by an
"originator" to apply cryptographic protection (e.g., create adigital signature) or by a"recipient”
to subsequently process the protected information (e.g., verify adigital signature), but not both.
Examples of cryptoperiod issues associated with public key cryptography include:
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1. The cryptoperiod of a private key transport key may be longer than the cryptoperiod of
the associated public key (i.e., the public key transport key). The public key is used for a
fixed period of time to encrypt keying material. That period of time may be indicated by
the expiration date on a public key certificate. The private key will need to be retained as
long as there is a need to recover (i.e., decrypt) the key(s) encrypted by the public key
(often after the public key has been destroyed.

2. In contrast, the cryptoperiod of a private authentication key that is used to sign challenge
information is basicaly the same as the cryptoperiod of the associated public key (i.e.,
the public authentication key). That is, when the private key will not be used to sign
challenges, the public key is no longer needed.

3. If aprivate signature key is used to generate digital signatures as a proof-of-origin in the
future, the cryptoperiod of the private key is significantly shorter than the cryptoperiod of
the associated public signature verification key. In this case, the private key is usually
intended for use for afixed period of time, after which time the key owner shall destroy
the private key. The public key should be available for the longest period of time that the
signature may need to be verified. In this case, the effective cryptoperiod for the public
key (which may end before all necessary verifications of the digital signature) may be
extended by supplementing the strength of the protection mechanism (e.g., the digital
signature on the certificate) by submitting the signed information to a trusted electronic
archive, or by obtaining a cryptographic timestamp on the signed information. This
would provide assurance that the information was signed while the private signature key
was still valid.

8.2.4.2 Symmetric Key Cryptoperiods

For symmetric keys, asingle key is used for both applying the protection (e.g., encrypting or
computing a MAC) and processing the protected information (e.g., decrypting the encrypted
information or verifying a MAC). The cryptoperiod of the key consists of an "originator usage
period” and a "recipient usage period”. The originator usage period pertains to the time during
which the cryptographic protection is originally applied (e.g., the information is originally
encrypted, or the MAC is originally computed); the key shall not be used to apply this protection
a alater time (e.g., the key must not be used for encrypting information or computing the
original MAC after the end of the originator usage period). The recipient usage period pertainsto
the time during which the key can be used for the subsequent processing of the protected
information (e.g., decrypting the encrypted information or verifying the MAC). The usage
periods begin at the beginning of the cryptoperiod; the recipient usage period may extend beyond
the originator usage period; the recipient usage period ends at the end of the cryptoperiod. In
many cases, the originator and recipient usage periods are the same. See Figure 3.

Examples of the use of the usage periods include:

a. When asymmetric key is used only for securing communications, the difference between
the period of time from the originator’s application of protection to the recipient’s
processing is negligible. In this case, the key is authorized for either purpose during the
entire cryptoperiod, i.e., the originator usage period and the recipient usage period are the
same.
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b. When a symmetric key is used to protect stored information, the originator usage period
(when the originator applies cryptographic protection to stored information) may end much
earlier than the recipiert usage period (when the stored information is processed). In this
case, the cryptoperiod begins at the initia time authorized for the application of protection
with the key, and ends with the latest time authorized for processing using that key. In
general, the recipient usage period for stored information will continue beyond the originator
usage period, so that the stored information may be authenticated or decrypted at a later time.

A

»
»

Originator Usage Period

A
v

Recipient Usage Period

A
v

Cryptoperiod

Figure 3: Symmetric Key Cryptoperiod

8.2.5 Cryptoperiod Recommendations for Specific Key Types

The cryptoperiod required for a given key may be affected by key type as much as by the usage
environment and data characteristics described above. Some general cryptoperiod guidelines for
various key types are suggested below. Note that the cryptoperiods suggested are only rough
order of magnitude guidelines. Most are on the order of 1-2 years, based on 1) adesire for
maximum operational efficiency and 2) assumptions regarding minimum criteria regarding usage
environment (see [FIPS 140-2], [SP 800-14], [SP 800-21], and [SP 800-37]). The factors
described in Paragraphs 8.2.1 through 8.2.4 should be used to determine actual cryptoperiods for
specific usage environments,

1. Private signature key:

a. Type Considerations: In general, the cryptoperiod of a private signature key may be
shorter than the cryptoperiod of the corresponding public signature verification key.

b. Cryptoperiod: Given the use of FIPS-approved algorithms and key sizes, and an
expectation that the security of the key storage and use environment will increase as the
sensitivity and/or criticality of the processes for which the key provides integrity
protection increases, a maximum cryptoperiod of about 1-3 years is recommended.

2. Public signature verification key:

a. Type Considerations: In general, the cryptoperiod of a public signature verification key
may be longer than the cryptoperiod of the corresponding private signature key. The
cryptoperiod is, in effect, the period during which any signature computed using the
associated private signature key needs to be verified. A long cryptoperiod for the public
signature verification key poses arelatively minimal security concern. If the private key
is compromised, and an adversary achieves access to the signed data, it may be possible
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for an adversary to modify signed data and recal culate the signature. Note that this
requires either a cryptographic break or illicit access to the private key of the signer and
write access to the signed data. For further advice, see Appendix C.

b. Cryptoperiod: The cryptoperiod may be on the order of tens of years, though due to
the long exposure of protection mechanisms to hostile attack, reliability of the signature
is reduced with the passage of time. (That is, for any given algorithm and key size,
vulnerability to cryptanalysis is expected to increase with time. Although choosing the
strongest available algorithm and alarge key size can minimize this vulnerability to
cryptanalysis, exposure to attacks on physical, procedural, and logical access control
mechanisms is not affected.)

3. Symmetric authentication key:

a. Type Considerations. The cryptoperiod of a secret authentication key depends on the
sensitivity of the type of information it protects and the protection afforded the key. For
very sendtive information (e.g., information that one would not like to be compromised
(unprotected) if the key used to protect other information were compromised), the
authentication key may need to be unique to the protected information. Otherwise,
suitable cryptoperiods may extend beyond a single use. The originator usage period of a
secret authentication key applies to the use of that key in applying the origind
cryptographic protection for the information (e.g., computing the MAC to be associated
with the authenticated information); new MACs shall not be computed on information
after the end of the originator usage period. However, the key should be available to
verify the MAC on the protected data for as long as the protection is required, i.e., the
recipient usage period of the key, when used only for verification purposes, is the lifetime
of the protected information. Note, however, that cryptoperiods are normally pre-
determined and may not be adequate for the lifetime of the protected data. If the key is
compromised, and given access to the authenticated data, it may be possible for an
adversary to modify authenticated data and recalculate the MAC. Note that this requires
either a cryptographic break or illicit access to the secret key of the signer and write
access to the authenticated data.

b. Cryptoperiod: Given the use of FIPS-approved algorithms and key sizes and an
expectation that the security of the key storage and use environment will increase as the
sengitivity and/or criticality of the processes for which the key provides integrity
protection increases, a maximum cryptoperiod (i.e., recipient usage period) of up to 2
years is recommended.

4. Private authentication key:

a. Type Considerations: A private authentication key may be used multiple times. Its
associated public key could be certified, for example, by a Certificate Authority. In most
cases, the cryptoperiod of the authentication private key is the same as the cryptoperiod
of the associated public key.

b. Cryptoperiod: An appropriate cryptoperiod for the private authentication key would
be 1-2 years, depending on its usage environment and the sensitivity/criticality of the
authenticated information.

5. Public authentication key:
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a. Type Considerations. In most cases, the cryptoperiod of a public authentication key is
the same as the cryptoperiod of the associated private authentication key. The
cryptoperiod is, in effect, the period during which the authentication of information
protected by the associated authentication private key needs to be verified.

b. Cryptoperiod: An appropriate cryptoperiod for the authentication public key would be
1-2 years, depending on its usage environment and the sensitivity/ criticality of the
authenticated information.

6. Symmetric data encryption key:

a Type Considerations: A symmetric data encryption key is used to protect stored data,
messages or communications sessions. Based primarily on the consequences of
compromise, a data encryption key that is used to encrypt large volumes of information
over ashort period of time (e.g., for alink encryption) should have arelatively short
cryptoperiod. An encryption key used to encrypt less information could have a longer
cryptoperiod. The originator usage period of a symmetric data encryption key applies to
the use of that key in applying the original cryptographic protection for information (i.e.,
encrypting the information) (see Section 8.2.4).

During the originator usage period, information may be encrypted by the data encryption
key; the key shall not be used for performing an encryption operation on information
beyond this period. However, the key should be available to decrypt the encrypted
information for as long as the encrypted information exists, i.e., the recipient usage
period of the key, when used only for decryption, is the lifetime of the encrypted
information.

b. Cryptoperiod: The cryptoperiod recommended for the encryption of large volumes of
information over a short period of time (e.g., for alink encryption) is on the order of a
day or aweek. An encryption key used to encrypt smaller volumes of information might
have a cryptoperiod of up to one month. In the case of symmetric data encryption keys
used to encrypt single messages or single communications sessions, the cryptoperiod may
be based on availability of the key to decrypt the encrypted information for as long as the
encrypted information exists. This may be on the order of tens of years, though
confidence in the confidentiality of the information is reduced with the passage of time.

7. Symmetric key wrapping key:

a. Type Considerations. A symmetric key wrapping key that is used to encrypt very large
numbers of keys over a short period of time should have arelatively short cryptoperiod.
If asmall number of keys are encrypted, the cryptoperiod of the key wrapping key could
be longer. The originator usage period of a symmetric key wrapping key applies to the
use of that key in providing the original protection for information (i.e., encrypting the
key that isto remain secret); keys shall not be encrypted using the key wrapping key
after the end of the originator usage period. However, the key wrapping key should be
available to decrypt the encrypted key for aslong as the encrypted key existsin its
encrypted form, i.e., the recipiert usage period of the key wrapping key, when used only
for decryption, is the lifetime of the encrypted key.

Some symmetric key wrapping keys are used for only a single message or
communications session. In the case of these very short-term key wrapping keys, an
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appropriate cryptoperiod is a single communication session. It is assumed that the key as
encrypted by the key wrapping key will not be retained in its encrypted form, so the
cryptoperiod of the key wrapping key as used for encryption (the originator usage period)
is the same as that same key used for decryption (the recipient usage period).

b. Cryptoperiod: The recommended cryptoperiod for a symmetric key wrapping key that
is used to encrypt very large numbers of keys over a short period of time is on the order
of aday or aweek. If arelatively small number of keys are to be encrypted under the key
wrapping key, the cryptoperiod of the key wrapping key could be up to a month. In the
case of keys used for only a single message or communications session, the cryptoperiod
would be limited to a single communication session.

8. Symmetric RNG key:

a. Type Considerations. Symmetric RNG keys are used in deterministic random number
generation functions. The cryptoperiod of a key used to create random numbers depends
on the amount of its use, though RNG keys may be used for an extended period of time.
The key needs to be changed before the generation function begins to degenerate or
cycle. Depending on the nature of the random number generation function, and how the
output is used to generate keying material, the need to rekey may vary considerably.
Unlike the case for many other key types, deterministic mathematical considerations may
drive symmetric RNG key cryptoperiod selection more than factors related to the security
environment and procedures.[ This text may, and probably will, change based on X9F1
discussions re the RNG standard.]

b. Cryptoperiod: Suitable cryptoperiods might range from a month to two years.
[Hopefully, the RNG standard under development (ANSI X9.82) will allow us to provide
better advice.]

9. Symmetric master key:

a Type Considerations: A symmetric master key may be used multiple times to derive
other keys. Therefore, a suitable cryptoperiod depends on the nature and use of the keys
derived from the master key and on considerations provided earlier in Section 8.2. The
cryptoperiod of a key derived from a master key could be relatively short, e.g., asingle
use or a communication session or transaction. In such cases, the period of the master key
can be determined based on factors described for symmetric data encryption keys.

Alternatively, keys derived from the same master key could be used for entirely different
purposes (e.g., one key for encryption, another key for HMAC computations). The
originator usage period of a derived key applies to the use of that key in applying the
original cryptographic protection for information (e.g., encrypting the information). The
derived key may need to be available to process the protected information for as long as
the protected information exists (i.e., the recipient usage period of the derived key, when
used only for the subsequent processing of the protected information, is the lifetime of
the protected information). For example, if akey is derived to encrypt information for a
single communication session, but the encrypted information is to be retained for a year,
the originator usage period of the key when used for encryption is the length of the
communication session. The recipient usage period of the key (i.e., the cryptoperiod), as
used for decryption of the encrypted information, is one year. If operational procedures

83



DRAFT January 2003 DRAFT

10.

11.

12.

require retention of the master key to reconstruct such derived keys, the extended
cryptoperiod would necessarily apply to the master key as well.

b. Cryptoperiod: Subject to the variables described above, an appropriate cryptoperiod
for the symmetric master key might be 1 year, depending on its usage environment and
the sengitivity/ criticality of the authenticated information.

Private key transport key:

a. Type Considerations: A private key transport key may be used multiple times. Due to
the potential need to decrypt keys some time after they have been encrypted for transport,
the cryptoperiod of the private key transport key may be longer than the cryptoperiod of
the associated public key. The cryptoperiod of the private key is the length of time during
which any keys encrypted by the associated key transport public key need to be
decrypted.

b. Cryptoperiod: Given 1) the use of FIPS-approved algorithms and key sizes, 2) the
volume of information that may be protected by keys encrypted under the associated
public transport key, and 3) an expectation that the security of the key storage and use
environment will increase as the sensitivity and/or criticality of the processes for which
the key provides protection increases; a maximum cryptoperiod of about 2 years is
recommended.

Public key transport key:

a. Type Considerations: The cryptoperiod for the public key transport key is that period
of time during which the public key may be used to actually apply the encryption
operation to the keys that will be protected. Public key transport keys can be public
knowledge. Since the underlying plaintext keys tend to be random, plaintext assuming
attacks are relatively difficult to execute. The driving factor in establishing the public
key transport key cryptoperiod is the cryptoperiod of the associated private key transport
key. Asindicated in the private key transport key discussion, due to the potential need to
decrypt keys some time after they have been encrypted for transport, the cryptoperiod of
the public key transport key may be shorter than that of the associated private key.

b. Cryptoperiod: Based on cryptoperiod assumptions for associated private keys, a
maximum recommended cryptoperiod might be about 1 - 2 years.

Symmetric key agreement key:

a. Type Considerations: A symmetric key agreement key may be used multiple times.
The cryptoperiod of these keys depend on 1) environmental security factors, 2) the nature
(e.g., types and formats) and volume of keys they are used to establish, and 3) the details
of the key agreement algorithms and protocols employed. Note that symmetric key
agreement keys may be used to establish symmetric keys (e.g., symmetric data
encryption keys) or other keying material (e.g., IVS).

b. Cryptoperiod: Given an assumption that the cryptography that employs symmetric key
agreement keys 1) employs an algorithm and key scheme compliant with NIST standards,
2) the cryptographic device meets FIPS 140-2 requirements, and 3) the security levels are
established in conformance to SP 800-37, an appropriate cryptoperiod for the key would
be 1-2 years.
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16.

17.

Private static key agreement key:

a. Type Considerations: A private static key agreement key may be used multiple times.
Asin the case of symmetric key agreement keys, the cryptoperiod of these keys depend
on 1) environmental security factors, 2) the nature (e.g., types and formats) and volume
of keysthey are used to establish, and 3) the details of the key agreement algorithms and
protocols employed. Note that private static key agreement keys may be used to establish
symmetric keys (e.g., key wrapping keys) or other keying materia (e.g., 1VS).

b. Cryptoperiod: The cryptoperiod of the private static key agreement key and its
associated public key would be the same, (e.g., for the cryptoperiod of the certificate).
Given an assumption that the cryptography that employs private static key agreement
keys 1) employs an algorithm and key scheme compliant with NIST standards, 2) the
cryptographic device meets FIPS 140-2 requirements, and 3) the security levels are
established in conformance to SP 800-37, an appropriate cryptoperiod for the key would
be 1-2 years.

Public static key agreement key:

a. Type Considerations: The cryptoperiod for a public static key agreement key isthe
same as the cryptoperiod of the associated private static key agreement key. See the
discussion for the private static key agreement key. However, the length of the public
static key agreement key cryptoperiod is of far less concern, from a security point of
view, than is that of the associated private key.

b. Cryptoperiod: The cryptoperiod of the public static key agreement key is the same as
the associated private static key agreement key.

Private ephemeral key agreement key:

a. Type Considerations: Private ephemeral key agreement keys are the private key
elements of asymmetric key pairs that are used only once to establish one or more keys.
Private ephemeral key agreement keys may be used to establish symmetric keys (e.g., key
wrapping keys)or other keying materia (e.g., 1VS).

b. Cryptoperiod: Private ephemeral key agreement keys are one-time use keys. The
cryptoperiod of a private ephemeral key agreement key is the duration of asingle key
agreement process.

Public ephemeral key agreement key:

a. Type Considerations: Public ephemeral key agreement keys are the public key
elements of asymmetric key pairs that are used only once to establish one or more keys.
b. Cryptoperiod: Public ephemeral key agreement keys are one-time use keys. The
cryptoperiod of a public ephemera key agreement key is the duration of asingle key
agreement process.

Symmetric authorization key:

a. Type Considerations: A symmetric authorization key may be used for an extended
period of time, depending on the resources that are protected and the role of the entity
authorized for access. Primary considerations in establishing the cryptoperiod for
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18.

19.

symmetric authorization keys include the robustness of the key, the adequacy of the
cryptographic method, and the adequacy of key protection mechanisms and procedures.

b. Cryptoperiod: Given the use of FIPS-approved algorithms and key sizes, and an
expectation that the security of the key storage and use environment will increase as the
sensitivity and criticality of the authorization processes increases, it is recommended that
cryptoperiods be less than two years.

Private authorization key:

a Type Considerations: A private authorization key may be used for an extended period
of time, depending on the resources that are protected and the role of the entity authorized
for access. Primary considerations in establishing the cryptoperiod for private
authorization keys include the robustness of the key, the adequacy of the cryptographic
method, and the adequacy of key protection mechanisms and procedures. The
cryptoperiod of the private authorization key and its associated public key shall be the
same.

b. Cryptoperiod: Given the use of FIPS-approved algorithms and key sizes, and an
expectation that the security of the key storage and use environment will increase as the
sensitivity and criticality of the authorization processes increases, it is recommended that
cryptoperiods for private authorization keys be less than two years.

Public authorization key:

a. Type Considerations: A public authorization key is the public element of an
asymmetric key pair used to verify privileges for an entity that possesses the associated
private key. The length of the public authorization key cryptoperiod is of far less concern,
from a security point of view, than is that of the associated private key.

b. Cryptoperiod: The cryptoperiod of the public authorization key shall be the same as
the authorization private key: less than two years.

8.2.6 Recommendationsfor Other Keying Material

Other keying material does not have well-established cryptoperiods, per se. The following
guidelines are offered regarding the disposition of this other keying material:

1
2.

Domain parameters remain in effect until changed.

An 1V is associated with the information that it helps to protect, and is needed until the
information and its protection are no longer needed.

3. Shared secrets shall be destroyed when no longer needed to derive keying material.
4. Secret seeds should be destroyed immediately after use.

Public seeds should not be retained longer than needed for validation (e.g., as one of the
éliptic curve domain parameters).

Other public information should not be retained longer than needed for cryptographic
processing.

Intermediate results shall be destroyed immediately after use.
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8.3  Assurance of Domain Parameter and Public Key Validity

An assurance of the validity of the domain parameters and public keys are important to
applications of public key cryptography and shall be obtained.

Domain parameters are used by some public key agorithms during the generation of key pairs,
digital signatur es and shared secrets that are subsequently used to derive keying material. Invalid
domain parameters could void all intended security for all entities using the domain parameters.
Methods of obtaining assurance of domain parameter validity for DSA, and finite field discrete
log and MQV key agreement algorithms are provided in [FIPS 186- 3], [ SP-800-56] and [ANSI
X9.42]. Methods for obtaining this assurance for ECDSA, and the élliptic curve discrete log and
MQV key establishment algorithms are provided in [sp 800-56], [ANSIX9.62], and [ANS
X9.63].

Invalid public keys could result in voiding the intended security, including the security of the
operation (i.e., digital signature, key establishment, encryption), leaking some or all information
from the owner's private key, and leaking some or all information about a private key that is
combined with an invalid public key (as may be done when key agreement or public key
encryption is performed). Methods of obtaining assurance of public validity for DSA, and finite
field discrete log and MQV key agreement algorithms are provided in [FIPS 186-3], [ SP 800-56]
and [ANSI X9.42]. Methods for obtaining this assurance for ECDSA, and the elliptic curve
discrete log and MQV key establishment algorithms are provided in [SP 800-56], [ANSIX9.62],
and [ANSI X9.63].

84  Compromiseof Keysand other Keying Material

Information protected by cryptographic mechanismsis secure only if the algorithms remain
strong, and the keys have not been compromised. Key compromise occurs when the protective
mechanisms for the key fail (e.g., the confidentiality, integrity or association of the key to its
owner fall - see Sections 5), and the key can no longer be trusted to provide the required security.
When a key is compromised, all use of the key to apply the protection mechanism on
information (e.g., compute a digital signature or encrypt information) shall cease, the
compromised key shall be revoked, and all entities using or relying on that key shall be notified
(see Section 7.3.5). However, continued use of the key to remove or verify the protections (e.g.,
decrypt or verify adigital signature) may be warranted, depending on the risks of continued use
and an organization's Key Management Policy (see Part 2). Limiting the cryptoperiod of the key
limits the amount of material that would be compromised (exposed) if the key were
compromised. Using different keys for different purposes (e.g., different applications as well as
different cryptographic mechanisms) as well as limiting the amount of information protected by
asingle key also achieves this purpose.

The compromise of a key has the following implications:

1. A compromise of the confidentiality of a key means that another entity (an unauthorized
entity) may know the key and be able to use that key to perform computations requiring
the use of the key. In general, the compromise of akey used to provide confidentiality
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protection™? (i.e., via encryption) means that all information encrypted by that key could
be known by unauthorized entities. I n addition, the encrypted information could contain
false information that was originated by an unauthorized entity (an entity that is not
authorized to know the key).

For example, if a symmetric data encryption key is compromised, the unauthorized entity
might use the key to decrypt past or future encrypted information, i.e., the information is
no longer confidential between the authorized entities. The unauthorized entity might
masquerade as a legitimate entity and send false information, i.e., the authenticity and
source of the information would be in question.

As another example, if a private signature key is compromised, the unauthorized entity
might sign messages as if they were originated by the key’s real owner (either new
messages or messages that are altered from their original contents), i.e., non-repudiation
and authenticity of the information is in question.

2. A compromise of the integrity of a key means that the key isincorrect - either that the
key has been modified (either deliberately or accidentally), or that another key has been
substituted; this includes a deletion (nontavailability) of the key. The compromise of a
key used to provide integrity™® calls into question the integrity of all information
protected by the key. This information could have been provided by, or changed by, an
unauthorized entity.

3. A compromise of akey’s usage or application association means that the key could be
used for the wrong purpose (e.g., key establishment instead of digital signatures) or for
the wrong gpplication, and could result in the compromise of information protected by
the key.

4. A compromise of akey’s association with the owner or other entity means that the
identity of the other entity cannot be assured (i.e., one doesn’t know who the other ertity
realy is) or that information cannot be processed correctly (e.g., encrypted or decrypted
with the correct key).

5. A compromise of akey’s association with other information means that there is no
association at all, or the association is with the wrong “information”. This could cause the
cryptographic services to fail, information to be lost, or the security of the information to
be compromised.

Certain protective measures may be taken in order to minimize the likelihood or consequences of
akey compromise. The following procedures are usualy involved:

a. Limiting the amount of time a symmetric or private key isin plaintext form.

12 As opposed to the confidentiality of a key that could, for example, be used as a signing private
key.

13 As opposed to the integrity of a key that could, for example, be used for encryption.
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b. Restricting plaintext symmetric and private keys to approved key “containers’. This
includes key generators, key transport devices, key loaders, cryptographic modules, and
key storage devices.

Preventing humans from viewing plaintext symmetric and private keys.

d. Using integrity checks to assure that the integrity of akey or its association with other
data has not been compromised. For example, keys may be wrapped (i.e., encrypted) in
such a manner that unauthorized modifications to the wrapping or to the associations will
be detected.

e. Employing key confirmation and receipt to help ensure that the proper key was, in fact,
established.

f. Establishing an accountability system that keeps track of each access to symmetric and
private keys in plaintext form.

g. Providing a cryptographic integrity check on the key (e.g., aMAC or adigital signature).
h. The use of trusted time stamps for signed data.
i. Destroying keys as soon as they are no longer needed.

The worst form of key compromiseis one that is not detected. Nevertheless, even in this case,
certain protective measures can be taken. Key management systems (KM S) should be designed
to mitigate the negative effects of a key compromise. A KMS should be designed so that the
compromise of asingle key compromises as few other keys as possible. For example, asingle
cryptographic key could be used to protect the data of only a single user or alimited number of
users, rather than a large number of users. Often, systems have alternative methods to
authenticate communicating entities that do not rely solely on the possession of keys. The object
isto avoid building a system with catastrophic weaknesses.

A compromise recovery plan (see Section 8.7.4) is essential for restoring cryptographic security
services in the event of akey compromise. A compromise recovery plan shall be documented
and easily accessible. The plan may be included in the Key Management Practices Statement
(see Part 2). If not, the Key Management Practices Statement should reference the compromise
recovery plan.

Although compromise recovery is primarily aloca action, the repercussions of a compromised
key are shared by the entire community that uses the system or equipment. Therefore,
compromise recovery procedures should include the community at large. For example, recovery
from the compromise of aroot CA’s private signature key requires that all users of the
infrastructure obtain and install a new trust anchor. Typically, this involves physical procedures
that are expensive to implement. To avoid these expensive procedures, elaborate precautions to
avoid compromise may be justified.

The compromise recovery plan should contain:

The identification of the personnel to notify,

The identification of the personnel to perform the recovery actions,
The rekey or key replacement method, and

A w DN P

Any other recovery procedures.

89



DRAFT January 2003 DRAFT

Other compromise recovery procedures may include:
5. Physical inspection of the equipment,
6. ldentification of all information that may be compromised as a result of the incident,

7. ldentification of all signatures that may be invalid due to the compromise of a signing
key, and

8. Distribution of new keying material, if required.

8.5  Accountability

Accountability involves the identification of those entities who have access to, or control of,
cryptographic keys throughout their lifecycles. Accountability can be an effective tool to help
prevent key compromises and to reduce the impact of compromises once they are detected. Asa
minimum, the key management system should account for all individuals who are able to view
plaintext cryptographic keys. In addition, more sophisticated key management systems may
account for all individuals authorized access to, or control of, any cryptographic keys, whether in
plaintext or ciphertext form. For example, a sophisticated accountability system might be able to
determine each individual who had control of any given key over its entire life span. This would
include the person in charge of generating the key, the person who used the key to
cryptographically protect data, and the person who was responsible for destroying the key when
it was no longer needed. Even though these individuals never actually saw the key in plaintext
form, they are held accountable for the actions that they performed on or with the key.

Accountability provides three significant advantages:

1. It aidsin the determination of when the compromise could have occurred and what
individuals could have been involved,

2. It tendsto protect against compromise because individuals with access to the key know
that their access to the key is known, and

3. Itisvery useful in recovering from the detected key compromise to know where the key
was used and what data, or other keys, were protected by the compromised key.

Certain principles have been found to be useful in enforcing the accountability of cryptographic
keys. These principles might not apply to all systemsor al types of keys. Some of the principles
apply to longer-term keys that are controlled by humans. The principles include:

a. Uniquely identifying keys,

b. Identifying the key user,

c. ldentifying dates and times of key use aong with the data that is protected, and
d. ldentifying other keys that are protected by a symmetric or private key.

8.6 Audit
Two types of audit should be performed on key management systems.
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1. The security plan and the procedures that are developed to support the plan should be
periodically audited to ensure that they continue to support the Key Management Policy
(see Part 2).

2. The protective mechanisms employed should be periodically reassessed with respect to
the level of security that they provide and are expected to provide in the future, and that
the mechanisms correctly and effectively support the appropriate policies. New
technology developments and attacks should be taken into consideration.

On amore frequent basis, the actions of the humans that use, operate and maintain the system
should be reviewed to verify that the humans continue to follow established security procedures.
Strong cryptographic systems can be compromised by lax and inappropriate human actions.

8.7 Key Management System Survivability
8.7.1  Back-up Keys

[OMB 11/01] notes that encryption is an important tool for protecting the confidentiality of
disclosure-sensitive information that is entrusted to an agency’s care, but that the encryption of
agency data also presents risks to the availability of information needed for mission performance.
Agencies are reminded of the need to protect the continuity of their information technology
operations and agency services when implementing encryption. The guidance specifically notes
that, without access to the cryptographic keys that are needed to decrypt information,
organizations risk the loss of their access to that information. Consequently, it is prudent to
retain back-up copies of the keys necessary to decrypt stored enciphered information, including
master keys, key encrypting keys, and the related keying material necessary to decrypt encrypted
information until there is no longer any requirement for access to the underlying plaintext
information (see Tables 4-5).

Asthe tables show, there are other keys for the operations of some organizations that may
require the retention of back- up copies (e.g. public signature verification keys and authorization
keys). Back-up copies of keying material shall be stored in accordance with the provisions of
Section 5 in order to protect the confidentiality of encrypted information and the integrity of
source authentication, data integrity, and authorization processes.

8.7.2 Key Recovery

There are a number of issues associated with key recovery. An extensive discussion is provided
in Appendix B. Key recovery issues to be addressed include:

Which keying material, if any, needs to be backed up or archived for later recovery?
Where will backed up or archived keying material be stored?

Who will be responsible for protecting the backed up or archived keying material?
What procedures need to be put in place for storing and recovering the keying material?
Who can request arecovery of the keying material and under what conditions?

Who will be notified when a key recovery has taken place and under what conditions?
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What audit or accounting functions need to be performed to ensure that the keying
material is only provided to authorized entities?
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8.7.3  System Redundancy/Contingency Planning

Cryptography is a useful tool for preventing unauthorized access to data and/or resources, but
when the mechanism fails, it can prevent access by valid users to critical information and
processes. Loss or corruption of the only copy of cryptographic keys can deny users access to
information. For example, alocksmith can usually defeat a broken physical mechanism, but
access to information protected by a strong algorithm may not be practical without the correct
decryption key. Continuity of an organization’s operations can depend heavily on contingency
planning for key management systems that includes a redundancy of critical logical processes
and elements, including key management and cryptographic keys.

8.7.3.1 General Principles

Planning for recovery from system failures is an essential management function. Interruptions of
critical infrastructure services should be anticipated, and planning for maintaining the continuity
of operations in support of an organization’'s primary mission requirements should be
accomplished. With respect to key management, the following situations are typical of those for
which planning is necessary:

1. Lost key cards or tokens,

Forgotten passwords that control access to keys,

Failure of key input devices (e.g., readers),

Loss or corruption of the memory media on which keys and/or certificates are stored,
Compromise of keys,

Corruption of Certificate Revocation Lists (CRL) or Compromised Key Lists (CKLS),

Hardware failure of key or certificate generation, registration, and/or distribution
systems, subsystems, or components,

N o o s~ w DN

8. Power loss requiring re-initialization of key or certificate generation, registration, and/or
distribution systems, subsystems, or components,

9. Corruption of the memory media necessary to key or certificate generation, registration,
and/or distribution systems, subsystems, or components,

10. Corruption or loss of key or certificate distribution records and/or audit logs, and

11. Loss or corruption of association of keying material to the holders/users of the keying
material.

12. Unavailability of older software or hardware that are needed to access keying material or
process protected information.

While recovery discussions most commonly focus on recovery of encrypted data and the
restoration of encrypted communications capabilities, planning should also address 1) the
restoration of access (without creating temporary 1oss of access protections) where cryptography
is used in access control mechanisms, 2) the restoration of critical processes (without creating
temporary loss of privilege restrictions) where cryptography is used in authorization
mechanisms, and 3) the maintenance/restoration of integrity protection in digital signature and
message authentication applications.

92



DRAFT January 2003 DRAFT

Contingency planning should include 1) providing a means and assigning responsibilities for
rapidly recognizing and reporting critical failures; 2) the assignment of responsibilities and
placement of resources for bypassing or replacing failed systems, subsystems, and components;
and 3) the establishment of detailed bypass and/or recovery procedures.

Contingency planning includes a full range of integrated logistics support functions. Spare parts
(including copies of critical software programs, manuals, and data files) should be available
(acquired or arranged for) and pre-positioned (or delivery staged). Emergency maintenance,
replacement, and/or bypass instructions should be prepared and disseminated to both designated
individuals and to an accessible and advertised access point. Designated individuals should be
trained in their assigned recovery procedures, and all personnel should be trained in reporting
procedures and workstation-specific recovery procedures.

8.7.3.2 Cryptography and Key Management-specific Recovery |ssues

Cryptographic keys are relatively small components or data elements that often control accessto
large volumes of information or critical processes. As OMB has noted [OMB11/01], “without
access to the cryptographic key(s) needed to decrypt information [an] agency risks losing access
to its valuable information.” Agencies are reminded of the need to protect the continuity of their
information technology operations and agency services when implementing encryption. The
guidance particularly stresses that agencies must addressinformation availability and assurance
requirements through appropriate data recovery mechanisms such as cryptographic key recovery.

Key recovery generaly involves some redundancy, or multiple copies of keying material. If one
copy of acritical key is lost or corrupted, another copy usually needs to be available in order to
recover data and/or restore capabilities. At the same time, the more copies of a key that exist and
are distributed to different locations, the more susceptible the key usualy is to compromise
through penetration of the storage location or subversion of the custodian (e.g., user, service
agent, key production/distribution facility). In this sense, key confidentiality requirements
conflict with continuity of operations requirements. Special care needs to be taken to safeguard
all copies of keying material, especialy symmetric keys and private asymmetric keys. Where
privacy is a concern, this includes strict control of access to duplicate material (e.g., split
knowledge).

More detail regarding contingency plans and planning requirements is provided in Part 2 of this
Key Management Guideline.

8.7.4  Compromise Recovery

When keying material that is used to protect sensitive information or critical processesis
disclosed to unauthorized entities, all of the information and/or processes protected by that
keying material becomes immediately subject to disclosure, modification, subversion, and/or
denia of service. All affected parties shall be notified immediately; all affected keys shall be
replaced; and, where sensitive or critical information or processes are affected, an immediate
damage assessment should be conducted. Measures necessary to mitigate the consequences of
suspected unauthorized access to protected data or processes and to reduce the probability or
frequency of future compromises may follow.

Where symmetric keys or private asymmetric keys are used to access only a single user’s
information or communications between asingle pair of users, the compromise recovery process
can be relatively smple and inexpensive. Relatively few individuals need to be notified, and
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relatively few keys need to be changed. Damage assessment and mitigation measures are often
local matters.

On the other hand, where a key is shared by or affects alarge number of users, damage can be
widespread, and recovery is both complex and expensive. Some examples of keys, the
compromise of which might be particularly difficult or expensive to recover from, include the
following:

1. Private key used to sign aroot certificate in a public key infrastructure

Symmetric key transport key shared by alarge number of users

Private asymmetric key transport key shared by alarge number of users

Master key used in the generation of keys by alarge number of users

Symmetric data encryption key used to encrypt data in alarge distributed database
Symmetric key shared by alarge number of communications network participants
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Key used to protect alarge number of stored keys
8. A certification authority’s (CA’s) private key

In al of these cases, alarge number of holders would need to be immediately notified of the
compromise. Inclusion of the key identity on a Compromised Key List (CKL) or Certificate
Revocation List (CRL) to be published at a later date would not be sufficient. This meansthat a
list of holders would need to be maintained and a means for communicating news of the
compromise of the holders would be required. Unless the communications path is secure, news
of the compromise might be available to a wide audience and might tempt many in that audience
to attempt to exploit the compromise.

In al of these cases, a secure path for replacing the compromised keysis be required. In order to
permit rapid restoration of service, an electronic (e.g., over-the-air) replacement path is preferred
(see Section 7.2.3). In some cases, however, there may be no practical aternative to manual
distribution (e.g., compromise of aroot CA’s private key). Contingency distribution of alternate
keys may help restore service rapidly in some circumstances (e.g., compromise of awidely held
symmetric key), but the possibility of simultaneous compromise of operational and contingency
keys would need to be considered.

Damage assessment can be extraordinarily complex, particularly in cases such as CA private
keys, widely used transport keys, and keys used by many users of large distributed databases.

8.8  Guidancefor Cryptographic Algorithm and Key Size Selection

Cryptographic algorithms that provide the security services identified in Section 3 are specified
in Federal Information Processing Standards (FIPS) and NIST Recommendations. Severa of
these algorithms are defined for a number of key sizes. This section provides guidance for the
selection of appropriate algorithms and key sizes.

This section emphasi zes the importance of acquiring cryptographic systems with appropriate
algorithm and key sizes to provide adequate protection for 1) the expected lifetime of the system
and 2) any data protected by that system during the expected lifetime of the data.
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8.8.1  Equivalent Algorithm Strengths

Cryptographic agorithms provide different “strengths’ of security, depending on the algorithm
and the key size used. In this discussion, two algorithms are considered to be of equivalent
strength for the given key sizes (X and ) if the amount of work needed to “break the algorithms’
or determine the keys (with the given key sizes) is approximately the same using a given
resource. The strength of an algorithm (sometimes called the work factor) for a given key sizeis
traditionally described in terms of the amount of work it takesto try al keys for a symmetric
algorithm with akey size of "X" that has no short cut attacks (i.e., the most efficient attack isto
try all possible keys). In this case, the best attack is said to be the exhaustion attack. An
algorithm that has a"Y" bit key, but whose strength is equivalent to an "X" bit key of such a
symmetric algorithm is said to provide “X bits of security” or to provide "X-bits of strength”. An
agorithm that provides X bits of strength would, on average, take 2°°1T to attack, where T is the
amount of time that is required to perform one encryption of a plaintext value and comparison of
the result against the corresponding ciphertext value.

Determining the security strength of an algorithm can be nontrivial. For example, consider
TDES. TDES uses three 56-bit keys (K1, K2 and K3). If each of these keys is independently
generated, then thisis called the three key option or three key TDES (3TDES). However, if K1
and K2 are independently generated, and K3 is set equal to K1, then thisis called the two key
option or two key TDES (2TDES). One might expect that STDES would provide 56 © 3 = 168
bits of strength. However, there is an attack on 3TDES that reduces the strength to the work that
would be involved in exhausting a 112-bit key. For 2TDES, if exhaustion were the best attack,
then the strength of 2TDES would be 56~ 2 = 112 hits. This appears to be the case if the attacker
has only afew matched plain and cipher pairs. However, if the attacker can obtain approximately
20 such pairs, then 2TDES has strength equivalent to an 80-hit algorithm (see [ANSIX9.52],
Annex B).

The recommended key size equivalencies discussed in this section are based on assessments
made as of the publication of this guideline. Advances in factoring algorithms, advancesin
general discrete logarithm attacks, elliptic curve discrete logarithm attacks and quantum
computing may affect these equivalencies in the future. New or improved attacks or technologies
may be developed that leave some of the current algorithms completely insecure. In the case of
guantum computing, the asymmetric techniques may no longer be secure. Periodic reviews will
be performed to determine whether the stated equivalencies need to be revised (e.g., the key sizes
need to be increased) or the algorithms are no longer secure.

When selecting a block cipher cryptographic algorithm (e.g., AES or TDES), the block size may
also be afactor that should be considered, since the amount of security provided by several of the
modes defined in [SP 800-38] is dependent on the block size'*. More information on thisissue is
provided in [SP 800-38].

Table 8 provides equivaence guidelines for the Approved algorithms.

14 suppose that the block size isb bits. The collision resistance of aMAC is limited by the size of the tag and
collisions become probable after 2’2 messages, if the full b bits are used as atag. When using the Output Feedback
mode of encryption, the maximum cycle length of the cipher can be at most 2° blocks; the average cipher length is
less than 2° blocks. When usi ng the Cipher Block Chaining mode, plaintext information is likely to begin to leak
after 2°'2 blocks have been encrypted with the same key.
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1. Column 1 indicates the number of bits of security provided by the algorithms and key
sizesin a particular row. Note that the “bits of security” is not necessarily the same as the
key sizes for the algorithms in the other columns, due to attacks on those algorithm that
provide computational advantages.

2. Column 2 identifies the symmetric key algorithms that provide the indicated level of
security (at a minimum), where 2TDES and 3TDES are approved in [FIPS 46-3] and
specified in [ANSI X9.52], and AES is specified in [FIPS 197]. 2TDES is TDES with
two different keys, STDES is TDES with three different keys.

3. Column 3 provides the equivalent hash functions that are specified in FIPS180-2 for the
given level of security for applications where “collisions’ are a concern (e.g., for digital
signature and MAC applications). For these applications, the maximum strength is
achieved when at least b/2 bits of random data are input into the hash function, where b is
the size of the output block of the hash function. [Are there any other applications for
which collisions are a concern?]

4. Column 4 provides the equivaent hash functions that are specified in FIPS180-2 for the
given level of security for applications where “collisions’ are not a concern (e.g., for the
computation of random numbers in some cases). For these applications, the maximum
strength is achieved when at least b bits of random data are input into the hash function,
where b is the size of the output block of the hash function.[Are there other applications
that do not have collision concerns?|

5. Column 5 indicates the size of the parameters associated with the standards that use
discrete logs and finite field arithmetic (DSA as defined in [FIPS186- 3] for digita
signatures, and Diffie-Hellman (DH) and MQV key agreement as defined in [ANS
X9.42] and [ SP 800-56]), where L is the size of the modulus p and the public key, and N
isthesize of q and the private key.

6. Column 6 defines the value for k (the size of the modulus n) for the RSA agorithm
specified in [ANS] X9.31] and [PKCS #1] and adopted in [FIPS 186-2] for digital
signatures, and specified in [ANSI X9.44] and adopted in [SP 800-56] for key
establishment. The value of k iscommonly considered to be the key size.

7. Column 7 definesthe order of f (the size of n, where n isthe order of the base point G)
for the discrete log algorithms using elliptic curve arithmetic that are specified for digital
signatures in [ANSI X9.62] and adopted in [FIPS 186-2], and for key establishment as
specified in [ANSIX9.63] ard adopted in [SP 800-56]. The value of f iscommonly
considered to be the key size.
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Table 8: Equivalent strengths™.

Bitsof | Symmetric Hash Hash DSA, D-H, MQV RSA Elliptic
security | key algs. | functions | functions Curves
(callision | (nocollision
concerns) | concerns)
80 2TDES™ | SHA-1 L =1024 k=1024 | f=160
N = 160
112 3TDES L =2048 k=2048 | f=224
N =224
128 AES-128 | SHA-256 L =3072 k=3072 | f=256
N =256
160 SHA-1
192 AES-192 | SHA-384 L = 7680 k=7680 | f=384
N =384
256 AES-256 | SHA-512 | SHA-256 L = 15360 k =15360 | f=512
N =512
384 SHA-384
512 SHA-512

8.8.2  Defining Appropriate Algorithm Suites

Many applications require the use of severa different cryptographic algorithms. When severa
algorithms can be used to perform the same service, some algorithms are inherently more
efficient because of their design (e.g., AES has been designed to be more efficient than Triple
DES).

In many cases, avariety of key sizes may be available for an algorithm. For some of the
algorithms (e.g., public key algorithms, such as RSA), the use of larger key sizes than are
required may impact operations, e.g., larger keys may take longer to generate or longer to
process the data. However, the use of key sizes that are too small may not provide adequate
Ssecurity.

Table 9 provides recommendations that may be used to select an appropriate suite of algorithms
and key sizes for Federal Government unclassified applications. A minimum of eighty bits of
security shall be provided by most applications until 2015. Between 2016 and 2035, a minimum

5 When no algorithm or key sizeis available to provide a given security strength, the cell isleft empty.

18 Depending upon the availability of matched plaintext and cipher text, the strength of 2TDES can range from 80 to
112 bits.
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of 112 bits of security shall be provided. Thereafter, that at least 128 bits of security shall be
provided.

1.

Column 1 indicates the years during which the algorithms specified in subsequent
columns are appropriate for use.

Column 2 identifies appropriate symmetric key algorithms and key sizes: 2TDES and
3TDES are specified in [FIPS46-3], the AES algorithm is specified in [FIPS 197], and the
computation of Message Authentication Codes (MACs) using block ciphersis specified
in [SP 800-38B].

Column 3 specifies the hash functions to be used for applications where “collisions’ are a
concern (e.g., digital signatures and HMAC). Hash functions are specified in [FIPS 180-
2]. [List the applications?|

Column 4 specifies the hash functions to be used for applications where “collisions’ are
not a concern (e.g., random numbers). Hash functions are specified in [FIPS 180-2]. This
column assumes that at least s bits of randomness are input into the hash function, where
sisthe minimum security strength for the time period. [List the applications?]

Column 5 indicates the minimum size of the parameters associated with DSA as defined
in FIPS[186-3].

Column 6 defines the minimum size of the modulus for the RSA algorithm specified in
[ANSI X9.31] and [PKCS #1] and adopted in [FIPS 186-2] for digital signatures, and
specified in ANSI X9.44 and adopted in [SP 800-56] for key establishment.

Column 7 defines the minimum size of the base point for the eliptic curve algorithms
specified for digital signaturesin [ANS] X9.62] and adopted in [FIPS 186-2], and for key
establishment as specified in [ANSI X9.63] and adopted in [SP 800-56].

Table 9: Recommended algorithms and minimum key sizes.

Years | Symmetric Hash  |Hash functions | DSA, RSA |Elliptic
key algs. (1;‘:)“?282:) (nocoallisions) | D-H, Curves
(Encryption MQV
& MAC)
Present - 2TDES SHA-1 SHA-1 Min.: Min.: Min.:
2015 3TDES SHA-256 SHA-256 L=1024; |k=1024 | =160
(min. of i i i _
80 bits of AES-128 SHA-384 SHA-384 N =160
strength) AES-192 SHA-512 SHA-512
AES-256
2016 - 3TDES SHA-256 SHA-1 Min.: Min.: Min.:
2035 AES-128 SHA-384 SHA-256 L=2048 |k=2048 | f=224
(min. of _
112 bits of AES-192 SHA-512 SHA-384 N = 224
strength) AES-256 SHA-512
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Years | Symmetric Hash Hash functions | DSA, RSA [Elliptic
key algs. fungt!ons (nocollisions) | D-H, Curves
(Encryption (collisions) MQV
& MACQC)

2036 and AES-128 SHA-256 SHA-1 Min.: Min.: Min.:
beyond AES-192 SHA-384 SHA-256 L=3072 |k=3072 | f=256
(min. of _

128 bits of AES-256 SHA-512 SHA-384 N = 256

strength) SHA-512

[For 112 bit of security, should the output of SHA-256 be truncated to 224 bits, should truncation
not be alowed, or should truncation be optional 7|

The algorithms and key sizes in the table are considered appropriate for the protection of data
during the given time periods. Algorithms or key sizes not indicated for a given range of years
shall not be used to protect information during that time period. If the security life of
information extends beyond one time period specified in the table into the next time period (the
later time period), the algorithms and key sizes specified for the later time shall be used. The
following examples are provided to clarify the use of the table:

a. If information is originally protected in 2005, and the maximum expected security life of
that data is for only ten years, any of the algorithms or key sizes in the table may be used.

b. If aCA signature key and all certificates issued under that key will expirein five years,
then the signature and hash algorithm used to sign the certificate needs to be secure for at
least five years. A certificate issued in 2005 using 1024 bit DSA and SHA-1 would be
acceptable; issuing a certificate in 2015 using the same algorithm, key size and hash
function would not provide adequate security for the certificate.

c. If informationisinitially signed in 2014 and needs to remain secure for a maximum of
ten years (i.e., from 2014 to 2023), SHA-1 or a 1024 bit RSA key would not provide
sufficient protection between 2016 and 2023 and, therefore, it is not recommended that
SHA-1 or 1024-bit RSA be used. It is recommended that the algorithms and key sizesin
the "2016-2035" row should be used to provide the cryptographic protection.

d. If information is cryptographically protected in 2013, and needs to remain secure for 30
years (i.e., from 2013 to 2042), then it is recommended that the algorithms and key sizes
in the "2036 and Beyond" row be used.

8.8.3  Using Algorithm Suites

Algorithm suites that combine nortequivalent strength algorithms are generally discouraged.
However, algorithms of different strengths and key sizes may be used together for performance,
availability or interoperability reasons, provided that sufficient protection is provided. In general,
the weakest algorithm and key size used to provide cryptographic protection determines the
strength of the protection. Exceptions to this "rule" require extensive analysis. Determination of
the security strength provided for protected information includes an analysis not only of the
algorithm(s) and key size(s) used to apply the cryptographic protection(s) to the information, but
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also any algorithms and key sizes associated with establishing the key(s) used for information
protection, including those used by communication protocols.

The following is alist of severa algorithm combinations and discussions on the security
implications of the combination:

1. When akey establishment scheme is used to establish keying material for use with one or
more algorithms (e.g., TDES, AES, MAC, HMAC), the strength of the selected
combination is equivalent to the weakest algorithm and key size used. For example, if a
1024 bit RSA key is used to establish a 128-bit AES key (as defined in [SP 800-56]),
only 80 bits of security are provided for any information protected by that AES key, since
the 1024 bit RSA provides only 80 bits of security. If 128 bits of security are required for
the information protected by AES, then either an RSA key size of at least 3072 bits, or
another key establishment algorithm and appropriate key size needs to be selected to
provide the required protection.

2. When a hash function and digital signature algorithm are used in combination to compute
adigital signature, the strength of the signature is determined by the weaker of the two
algorithms. For example, SHA-256 used with ECDSA using a 160-bit key provides 80
bits of security because a 160-bit ECDSA key provides only 80 bits of security. If 112
bits of security isrequired, a 224-bit ECDSA key would be appropriate; if 128 bits of
security is required, a 256-bit ECDSA key would be appropriate.

3. When encryption is used with aMAC or adigital signature to protect information, the
protection provided for the information is equivalent to the protection provided by the
weaker algorithm. For example, 3STDES used with a SHA-1 HMAC using an 80-bit key
to protect a message, provides 80 bits of security; 3STDES used with a SHA-256 HMAC
using a 128 bit key provides 112 bits of security; 3TDES used with a3STDES MAC
provides 112 bits of security. As another example, AES used with a 1024-bit DSA key
provides 80 bits of security; AES used with a 2048-bit DSA key provides 112 bits of
security.

4. [Other combinationsto be considered?]

Typicaly, an organization selects the cryptographic services thet are needed for a particular
application. Then, based on the security life of the data and the years the system is anticipated to
be in use, an agorithm and key size suite is selected that is sufficient to meet these requirements.
The organization then establishes a key management system, including approved cryptographic
products that provide the services required by the application. Finally, when the current
algorithm and key size suite nears its expiration date as determined by the security life of the
information to be protected (see Table 9), the organization transitions to a new algorithm and key
Size suite offering appropriate security.

If it is determined that a certain level of security is required for the protection of certain
information, then an algorithm and key size suite needs to be selected that would provide that
level of security as aminimum. For example, if 128 bits of security are required for information
that is to be communicated and provided with confidentiality, integrity, authentication and non
repudiation protection, the following selection of algorithms and key sizes may be appropriate:

a. Confidentiaity: Encrypt the information using AES-128. Other AES key sizes would aso
be appropriate, but perform a bit slower.
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b. Integrity, authentication and nonrepudiation: Suppose that only one cryptographic
operation is preferred. Use digital signatures. SHA-256 could be selected for the hash
function, although SHA-384 and SHA-512 are also appropriate, but the performanceis
dower. Select an algorithm for digital signatures from what is available to an application
(e.g., DSA or RSA with at least a 3072-bit key, or ECDSA' with at least a 256-bit key).
If more than one algorithm and key size is available, the selection may be based on
algorithm performance, memory requirements, etc. as long as the minimum requirements
are met.

c. Key establishment: Select a key establishment scheme based on the application and
environment (see [SP 800-56]), the availability of an agorithm in an implementation, and
its performance. Select akey size from Tables 8 and 9 for the algorithm that provides at
least 128 bits of security. For example, if RSA is available, use an RSA key transport
(i.e., key establishment) scheme with a 3072-bit key. However, it is recommended that
the key used for key transport be different from an RSA key used for digital signatures.

Agencies that procure systems should consider the potential operational lifetime of the system.
The agencies shall either select algorithms that are expected to be secure during the entire
system lifetime, or shall ensure that the algorithms and key sizes can be readily updated.

8.84  Trandtioning to New Algorithms and Key Sizes

There are many legacy applications currently available that use algorithms and key sizes not
specified in Table 8. When the algorithm or key size is determined to no longer provide the
desired protection for information (e.g., the algorithm has been "broken"), any information
"protected” by the algorithm or key size is considered to be "exposed” (e.g., no longer
confidential, or the integrity cannot be assured). It should be assumed that encrypted information
could have been collected and retained by unauthorized entities (adversaries). At some time, the
unauthorized entity may attempt to decrypt the information. Even when an algorithm and key
size suite used by a system is replaced (e.g., by adifferent algorithm or key size), the information
protected by the previous agorithm and key size suite is vulnerable. Thus, when using Table 9
to select the appropriate key size for an encryption algorithm, it is very important to take the
expected security life of the data into consideration.

Transition from one algorithm or key size to another is difficult because the information that was
considered to be protected by the previous algorithm or key size can no longer be considered as
protected. Therefore, when initiating cryptographic protections for information, the strongest
algorithm and key size that is appropriate for providing the protection should be used in order to
delay transitions. However, it should be noted that selecting some algorithms, or key sizes that
are unnecessarily large may have adverse affects (e.g., performance may be unacceptably slow).

89  Key Management Specificationsfor Cryptographic Devicesor Applications

Key management is often an afterthought in the cryptographic development process. As aresult,
cryptographic subsystems too often fail to support the key management functionality and
protocols that are necessary to provide adequate security with the minimum necessary reduction

17 Currently, ECDSA only supports the use of SHA-1.
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in operational efficiency. All cryptographic development activities should involve key
management planning and specification (see Part 2). Key management planning should begin
during the initial conceptual/devel opment stages of the cryptographic development lifecycle, or
during the initial discussion stages for cryptographic applications of existing cryptographic
components into information systems and networks. The specifications that result from the
planning activities shall be consistent with NIST key management guidance.

For cryptographic development efforts, akey specification and acquisition planning process
should begin as soon as the candidate algorithm(s) and, if appropriate, keying material media
and format have been identified. Key management considerations may affect algorithm choice,
due to operational efficiency considerations for anticipated applications. For the application of
existing cryptographic products for which no key management specification exists, the planning
and specification processes should begin during device and source selection and continue
through acquisition and installation.

The types of key management components that are required for a specific cryptographic device
and/or for suites of devices used by organizations should be standardized to the maximum
possible extent, and new cryptographic device development efforts shall comply with NIST key
management guidelines. Accordingly, NIST criteriafor the security, accuracy, and utility of key
management components in electronic and physical forms shall be met. Where the criteriafor
security, accuracy, and utility can be satisfied with standard key management components (e.g.,
PK1), the use of those compliant components is encouraged. A developer may choose to employ
non-compliant key management as a result of security, accuracy, utility, or cost considerations.
However, such developments should conform as closely as possible to established key
management guidelines.

8.9.1 Key Management Specification Description/Purpose

The Key Management Specification is the document that describes the key management
components that may be required to operate a cryptographic device throughout its lifetime.
Where applicable, the Key Management Specification also describes key management
components that are provided by a cryptographic device. The Key Management Specification
documents the capabilities that the cryptographic application requires from key sources (e.g., the
Key Management Infrastructure (KMI) described in Part 2 of this Key Management Guideline.

8.9.2  Content of the Key Management Specification

The level of detail required for each section of the Key Management Specification can be
tailored, depending upon the complexity of the device or application for which the Key
Management Specification is being written. The Key Management Specification should contain
atitle page that includes the device identity, and the developer’s or integrator’ s identity. A
revision page, list of reference documents, table of contents, and definition of abbreviations and
acronyms page should also normally be included. The terminology used in a Key Management
Specification shall be in accordance with the terms defined in appropriate NIST standards and
guidelines. The Key Management Specification should not contain proprietary information.
[Note: If the cryptographic application is supported by a PK1, a statement to that effect should be
included in the appropriate Key Management Specification section below.]
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8.9.2.1 Cryptographic Application and Communications Environment Description

Cryptographic Application and the Communications Environment Descriptions may provide a
basis for the development of the rest of the Key Management Specification. The Cryptographic
Application Description section provides a brief description of the cryptographic application or
proposed employment of the cryptographic device. This includes the purpose or use of the
cryptographic device (or application of a cryptographic device), and whether it is a new
cryptographic device, amodification of an existing cryptographic device, or an existing
cryptographic device for which a Key Management Specification does not exist. A brief
description of the security services (confidentiality, integrity, nonrepudiation, access control,
identification and authentication, and availability) that the cryptographic device/application
provides should be included. Information concerning long-term and potential interim key
management support (key management components) for the cryptographic application should be
provided.

8922 Communications Environment

The Communications Environment section provides a brief description of the communications
environment in which the cryptographic device is designed to operate. Some examples of
communications environments include:

1. Data networks (intranet, internet, VPN),
2. Wired communications (landline, dedicated or shared switching resources), and
3. Wireess communications (satellite, radio frequency).

The environment may also include any anticipated access controls on communications resources,
data sengitivity, privacy issues, nonrepudiation requirements, etc. A figure that illustrates the
communications environment and supporting text may be included in this section.

8.9.2.3 Key Management Component Requirements

The key management component requirements section describes the types and logical structure
of keying material required for operation of the cryptographic device. Cryptographic
applications using public key certificates (i.e., X.509 certificates) should describe the types of
certificates supported. The following information should be included:

1. Thedifferent keying material classes or types required, supported, and/or generated,;
The key management algorithm(s) (the applicable FIPS);

The keying material format(s) (reference any existing key specification if known);
The set of acceptable PKI policies (as applicable);

Tokens to be used.

The description of the key management component format may reference an existing
cryptographic device key specification. If the format of the key management components is not
already specified, then the format and medium should be specified in the Key Management
Specification.

a A~ WD
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8.9.24 Key Management Component Generation

This section of the Key Management Specification should describe requirements for the
generation of key management components by the cryptographic device for which the Key
Management Specification iswritten. If the cryptographic device does not provide generation
capabilities, identify the key management components that will be required from external
sources should be identified.

8.9.25 Key Management Component Distribution

Where a device supports the automated distribution of keying material, this section of the Key
Management Specification should describe the distribution and transport encapsulation (where
employed) of keying material supported by the device. The distribution plan may describe the
circumstances under which the key management components are encrypted or unencrypted, their
physical form (electronic, PROM, floppy, disk, paper, etc.), and how they are identified during
the distribution process. In the case of a dependence on manual distribution, the dependence ard
any handling assumptions regarding keying material should be stated.

8.9.2.6 Keying Material Storage

This section of the Key Management Specification should address how the cryptographic device
or application for which the Key Management Specification is being written stores information,
and how the keying materia is identified during its storage life (e.g., Distinguished Name). The
storage capacity capabilities for information should be included.

8927 Access Control

This section of the Key Management Specification should address how access to the
cryptographic device components and functions is to be authorized, controlled, and validated to
request, generate, handle, distribute, store, and/or use keying material. Any use of passwords and
personal idertification numbers (PINS) should be included. For PKI cryptographic applications,
role-based privileging and the use of tokens should be described.

8.9.2.8 Accounting

This section of the Key Management Specification should describe any device or application
support for accounting for keying material. Any support for or outputs to logs used to support the
tracking of key management component generation, distribution, storage, use and/or destruction
should be detailed. The use of appropriate privileging to support the control of keying material
that is used by the cryptographic application should also be described, in addition to the
directory capabilities used to support PKI cryptographic applications, if applicable. The Key

M anagement Specification shall identify where human and automated tracking actions are
required and where two-person integrity is required, if applicable. Section 8.5 of this
Recommendation provides accountability guidance.

8.9.2.9 Compromise Management and Recovery

This section of the Key Management Specification should address any support for the
restoration of protected communications in the event of the compromise of keying material used
by the cryptographic device/application. The recovery process description should include the
methods key replacement. For PKI cryptographic applications, the implementation of Certificate
Revocation Lists (CRLs) and Compromised Key Lists (CKLs) should be detailed. For system
specifications, a description of how certificates will be reissued and renewed within the
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cryptographic application should also be included. General compromise recovery guidance is
provided in Section 8.7.4 of this guideline.

8.9.2.10 Key Recovery

This section of the Key Management Specification describes product support or system
mechanisms for effecting key recovery. Key recovery addresses how unavailable encryption
keys can be recovered. System developers should include a discussion of the generation, storage,
and access for long-term storage keys in the key recovery process description. The process of
trangitioning from the current to future long-term storage keys should aso be included. General
contingency planning guidance is provided in Section 8.7.3 of this guideline, System
Redundancy/Contingency Planning. Key recovery istreated in detail in Appendix B, Key
Recovery.

8.10 Key Establishment Schemes

Schemes for the establishment of keying material are provided in [SP 800-56]. Methods have
been provided for both key agreement and key transport. Key agreement schemes use
asymmetric (public key) techniques. Key transport schemes use either symmetric key or
asymmetric key techniques. Key transport schemes using symmetric techniques are commonly
known as key wrapping agorithms.

This section will contain materia that is pertinent to [SP 800-56] that is not addressed elsewhere
in this Recommendation. The following is a possible list of information to be included:

1. Discussions on using the schemes in SP 800-56.

2. Constraints associated with the use of the key wrapping algorithm, e.g., don’t encrypt a
256 bit key with a 128 bit key.

3. Discuss padding
4. Provide guidance on the use of key confirmation

5. Provide awarning in response to Don Johnson’s comment: Given all the security
requirements stated in the schemes document, some mention of the potential for side-effect
attacks seems warranted, as this can unravel a secret/private key by monitoring energy, time,
radio waves, etc.
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APPENDIX A: Cryptographic and Non-cryptographic Integrity and
Authentication Mechanisms

Integrity and authentication services are particularly important in protocols that include key
management. When integrity or authentication services are discussed in this guideline, they are
afforded by “strong” cryptographic integrity or authentication mechanisms. Secure
communications and key management are typically provided using a communications protocol
that offers certain services, such asintegrity or a "reliable” transport service. However, the
integrity or reliable transport services of communications protocols are not necessarily adequate
for cryptographic applications, particularly for key management, and there might be confusion
about the meaning of terms such as “integrity”.

All communications channels have some noise (i.e., unintentiona errors inserted by the
transmission media), and other factors, such as network congestion, can cause packets to be lost.
Therefore, integrity and reliable transport services for communications protocols are designed to
function over a channel with certain worst-case noise characteristics. Transmission bit errors are
typically detected using 1) a non-cryptographic checksum®® to detect transmission errorsin a
packet, and 2) a packet counter that is used to detect lost packets. A receiving entity that detects
damaged packets (i.e., packets in which errors have been detected) or lost packets may request
the sender to retransmit them. The non-cryptographic checksums are generaly effective at
detecting random noise. For example, the common CRC-32 checksum algorithm used in LAN
applications detects al error bursts with a span of less than 32 bits, and detects longer random
bursts with a 232 failure probability. However, the non-cryptographic CRC-32 checksum does
not detect the swapping of 32-bit message words, and specific errors in particular message bits
cause predictable changes in the CRC-32 checksum. The sophisticated attacker can take
advantage of this to create altered messages that pass the CRC-32 integrity checks, even, in some
cases, when the message is encrypted.

Forward error correcting codes are a subset of non-cryptographic checksums that can be used to
correct a limited number of errors without retransmission. These codes may be used, depending
on the application and noise properties of the channel.

Cryptographic integrity mechanisms, on the other hand, protect against an active, intelligent
attacker who might attempt to disguise his attack as noise. The bits atered by the attacker are not
random; they are targeted at system properties and vulnerabilities. Cryptographic integrity
mechanisms are effective in detecting random noise events, but they also detect the more
systematic deliberate attacks. Cryptographic hash agorithms, such as SHA-1, are designed to
make every bit of the hash value a complex, nonlinear function of every bit of the message text,
and to make it impractical to find two messages that hash to the same value. On average, it is

18 Checksum: an algorithm that uses the bits in the transmission to create a checksum value. The checksum valueis
normally sent in the transmission. The receiver recomputes the checksum value using the bitsin the received
transmission, and compares the received checksum value with the computed value to determine whether or not the
transmission was correctly received. A non-cryptographic checksum algorithm uses awell-known algorithm without
secret information (i.e., acryptographic key).
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necessary to perform 229 SHA-1 hash operations to find two messages that hash to the same
value, and it is much harder than that to find another message whose SHA-1 hash is the same
value as the hash of any given message. Cryptographic message authentication algorithms
(MAC) employ hashes or symmetric encryption algorithms and a key to authenticate the source
of amessage, as well as protect its integrity (i.e., detect errors). Digital signatures use public key
algorithms and hash algorithms to provide both authentication and integrity services. Compared
to non-cryptographic integrity or authentication mechanisms, these cryptographic services are
usually computationally quite expensive; this seems to be unavoidable, since cryptographic
protections must resist not just random errors, but deliberate attacks by knowledgeable
adversaries with substantial resources.

Cryptographic and nortcryptographic integrity mechanisms may be used together. For example,
Consider the TL S protocol (see Part 3). In TLS, aclient and a server can authenticate each other,
establish a shared "master key" and transfer encrypted payload data. Every step in the entire
TLS protocol run is protected by strong cryptographic integrity and authentication mechanisms,
and the payload is usually encrypted. Like most cryptographic protocols, TLS will detect any
attack or noise event that alters any part of the protocol run. However, TLS has no error recovery
protocol. If an error is detected, the protocol run is simply terminated. Starting anew TLS
protocol run is quite expensive. Therefore, TLS requires a"reliable” transport service, typically
the Internet Transport Control Protocol (TCP), to handle and recover from ordinary network
transmission errors. TLS will detect errors caused by an attack or noise event, but has no
mechanism to recover from them. TCP will generally detect such errors on a packet-by-packet
basis and recover from them by retransmission of individual packets, before delivering the data
to TLS. Both TLS and TCP have integrity mechanisms, but a sophisticated attacker could easily
fool the weaker non-cryptographic checksums of TCP. However, because of the cryptographic
integrity mechanism provided in TLS, the attack is thwarted.

There are some interactions between cryptography and non-cryptographic integrity or error-
correction mechanisms that users and protocol designers must take into account. For example,
many encryption modes expand ciphertext errors. asingle bit error in the ciphertext can change
an entire block or more of the resulting plaintext. If forward error correction is applied before
encryption, and errors are inserted in the ciphertext during transmission, the error expansion
during the decryption might "overwhelm" the error correction mechanism, making the errors
uncorrectable. Therefore, it is preferable to apply the forward error correction mechanism after
the encryption process. Thiswill allow the correction of errors by the receiving entity’ s system
before the ciphertext is decrypted, resulting in “correct” plaintext.

Interactions between cryptographic and norcryptographic mechanisms can aso result in
security vulnerabilities. One classic way this occurs is with protocols that use stream ciphers™®
with noncryptographic checksums (e.g. CRC-32) and that acknowledge good packets. An
attacker can copy the encrypted packet, selectively modify individual ciphertext bits, selectively
change bitsin the CRC, and then send the packet. Using the protocol’ s acknowledgement
mechanism, the attacker can determine when the CRC is correct, and therefore, determine when

19 An algorithm that encrypts and decrypts one element (e.g., bit or byte) at atime. There are no FIPS algorithms
specifically designated as stream ciphers. However, some of the cryptographic modes defined in [SP 800-38] can
be used with a symmetric block cipher algorithm, such as AES, to perform the function of a stream cipher.
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the modified packet is acceptable to the protocol. At least one widely used wireless encryption
protocol has been broken with such an attack.
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APPENDIX B: Key Recovery

Federal agencies have a responsibility to protect the information contained in, processed by and
transmitted between their Information Technology systems. Cryptographic techniques are often
used as part of this process. These techniques are used to provide confidentiality, assurance of
integrity, non-repudiation or access control. Policies should be established to address the
protection and continued accessibility of cryptographically protected information, and
procedures should be in place to ensure that the information remains viable during its lifetime.
Since cryptographic keying material was used to protect the information, this same keying
material may need to be available to remove (e.g., decrypt) or verify (e.g., verify the signature)
those protections.

In many cases, the keying material used for cryptographic processes might not be readily
available. This might be the case for a number of reasons, including:

1. the cryptoperiod of the key has expired, and the keying material is no longer in
operational storage,

2. the keying material has been corrupted (e.g., the system has crashed or avirus has
modified the saved keying material in operational storage), or

3. the owner of the keying material is not available, and the owner’s organization needs to
obtain the protected information.

In order to have this keying material available when required, the keying material needs to be
saved somewhere or to be reconstructable (e.g., re-derivable) from other available keying
material. The process of re-acquiring the keying materia is called key recovery. Key recovery is
often used as one method of information recovery when the plaintext information needs to be
recovered from encrypted information. However, keying material or other related information
may need to be recovered for other reasons, such as the corruption of keying material in normal
operationa storage (see Section 7.2.1), for the verification of digital signatures for archived
documents, or checking the integrity of archived information. Key recovery may also be
appropriate for situations in which it is easier or faster to recover the keying material than it isto
generate and distribute new keying material. Key recovery is motivated by a need to recover or
ascertain the validity of cryptographicaly protected information (e.g., the information that has
been encrypted or authenticated) on behalf of an organization or individual.

However, there are applications that may not need to save the keying material for an extended
time because of other procedures to recover an operationa capability when the keying material
or the information protected by the keying material becomes inaccessible. Applications of this
type could include telecommunications where the transmitted information could be resent, or
applications that could quickly derive, or acquire and distribute new keying material.

It is the responsibility of an organization to determine whether or not the recovery of keying
material is required for their application. The decision as to whether key recovery is required
should be made on a case by case basis, and this decision should be reflected in the Key
Management Policy and the Key Management Practices Statement (see Part 2). If the decision is
made to provide key recovery, the appropriate method of key recovery should be selected, based
on the type of keying material to be recovered and the capabilities of the organization, and a
suitable key recovery methodology should be designed and implemented.
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If the decision is made to provide key recovery for akey, al information associated with that key
must also be recoverable (see Table 1 in Section 5).

B.1 Recovery from Stored Keying Material

The primary purpose of backing up or archiving keying material is to be able to recover that
material when it is not otherwise available in normal operational storage to decrypt or check the
information protected by the keying material. For example, encrypted information cannot be
transformed into plaintext information if the decryption key is lost or modified; the integrity of
data cannot be determined if the key used to verify the integrity of that datais not available. The
key recovery process acquires the keying material from backup or archive storage, and places it
in normal operational storage, either in the device or module, or in immediately accessible
storage (see Section 7.2.1).

B.2 Recovery by Reconstruction of Keying Material

Some keying material may be recovered by reconstructing or re-deriving the keying material
from other available keying material, the “base” keying materia (e.g., a master key for a key
derivation method). The base keying material shall be available in either normal operational
storage (see Section 7.2.1), backup storage (see Section 7.2.2.1) or archive storage (see Section
7.3.1).

B.3  Conditions Under Which Keying Material Needs to be Recoverable

The decision as to whether to backup or archive keying material for possible key recovery
should be made on a case by case basis. The decision should be based on:

1. thetype of key (e.g., Signing private key, long-term data encryption key),
2. the application in which the key will be used (e.g., interactive communications, file
storage),

3. whether the key is"owned" by the local entity (e.g., aprivate key) or by another entity
(e.g., the other entity's public key) or is shared (e.g., a symmetric data encyption key
shared by two entities),

4. therole of the entity in acommunication (e.g., sender of receiver),

5. the algorithm or computation in which the key will be used (e.g., does the entity have the
necessary information to perform a given computation if the key were to be recovered)?°,
and

6. thevalue of the information protected by the keying material, and the consequences of
the loss of the keying material.

The factors involved in a decision for or against key recovery should be carefully assessed. The
trade-offs are concerned with continuity of operations versus the risk of possibly exposing the
keying material and the information it protects if control of the keying material islost. If itis

20 This could be the case when performing akey establishment process for some key establishment schemes (see SP
800-56).
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determined that a key needs to be recoverable, and the key is lost or modified, but till active
(i.e., the cryptoperiod of the key has not expired), then the key should be replaced as soon as
possible in order to limit its exposure (see Section 7.2.3).

The following subsections provide discussions to assist an organization in determining whether
or not key recovery is needed. Although the following discussions address only the
recoverability of keys, any related information should also be recoverable.

B.3.1 SignatureKey Pairs

The private key of asignature key pair (the private signature key) is used by the owner of the key
pair to apply digital signatures to information. The associated public key (the public signature
verification key) is used by relying entities to verify the digital signature.

B.3.11 Public Signature Verification Keys

It is appropriate to backup or archive a public signature verification key for as long as required in
order to verify the information signed by the associated private signature key. In the case of a
public key that has been certified (e.g., by a Certificate Authority), saving the public key
certificate would be an appropriate form of storing the public key; backup or archive storage may
be provided by the infrastructure (e.g., by a certificate repository). The public key should be
stored in backup storage until the end of the public key’s cryptoperiod, and should be stored in
archive storage as long as required for the verification of signed data..

B.3.1.2 Private SignatureKeys

Key backup is not usually desirable for the private key of a signing key pair, since the nont
repudiability of the signature comes into question. However, exceptions may exist. For example,
replacing the private signature key and having its associated public signature verification key
distributed (in accordance with Section 7.1.5.1) in atimely manner may not be possible under
some circumstances. This may be the case, for example, for the private signature key of a CA. If
aprivate signature key is backed up, the private signature key shall be recovered using a highly
secure method. Depending on circumstances, the key should be recovered for immediate use
only, and then shall be replaced as soon after the recovery process as possible. Instead of
backing up the private signature key, a second private signature key and associated public key
could be generated, and the public key distributed in accordance with Section 7.1.5.1 for use if
the primary private signature key becomes unavailable. If backup is considered for the private
signature key, an assessment should be made as to its importance and the time needed to recover
the key, as opposed to the time needed to generate a key pair, and certify and distribute a new
public signature verification key.

Asindicated in Table 4 in Section 7.2.2.1, a private signature key may be reside in backup
storage during the key’ s cryptoperiod; however, a private signature key shall not be archived.

B.3.2 Symmetric Authentication Keys

A symmetric authentication key is used to provide assurance of the integrity and source of
information. A symmetric authentication key can be used:

(1) by an originator to create a message authentication code (MAC) that can be verified at a
later time to determine the authenticity or integrity of the authenticated information; the
authenticated information and its MAC could then be stored for later retrieval or
transmitted to another entity,
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(2) by an entity that retrieves the authenticated information and the MAC from storage to
determine the integrity of the stored information (Note: Thisis not a communication
application),

(3) immediately upon receipt by areceiving entity to determine the integrity of transmitted
information and the source of that information (the received MAC and the associated
authenticated information may or may not be subsequently stored), or

(4) by areceiving and retrieving entity to determine the integrity and source of information
that has been received and subsequently stored using the same MAC (and the same
authentication key); checking the MAC is not performed prior to storage.

In case 1, the symmetric authentication key need not be backed up if the originator can establish
anew authentication key prior to computing the MAC, making the key available to any entity
that would need to subsequently verify the information that is authenticated using this new key.
If a new authentication key cannot be obtained in atimely manner, then the authentication key
should be backed up or archived.

In case 2, the symmetric authentication key should be backed up or archived for as long as the
integrity of the information needs to be determined.

In case 3, the symmetric authentication key need not be backed up if the authentication key can
be resent to the recipient. In this case, establishing and distributing a new symmetric
authentication key rather than reusing the “lost” key is also acceptable; anew MAC would need
to be computed on the information using the new authentication key. Otherwise, the symmetric
authentication key should be backed up. Archiving the authentication key is not appropriate if
the MAC and the authenticated information are not subsequently stored, since the use of the key
for both applying and checking the MAC would be discontinued at the end of the key's
cryptoperiod. If the MAC and the authenticated information are subsequently stored, then the
symmetric authentication key should be backed up or archived for as long as the integrity and
source of the information needs to be determined.

In case 4, the symmetric authentication key should be backed up or archived for as long as the
integrity and source of the information needs to be determined.

The symmetric authentication key may be stored in backup storage for the cryptoperiod of the
key, and in archive storage until no longer required. If the authentication key is recovered by
reconstruction, the “base” key (e.g., the master key for a key derivation method) may be stored in
normal operationa storage or backup storage for the cryptoperiod of the key, and in archive
storage until no longer required.

B.3.3 Authentication Key Pairs

A public authentication key is used by areceiving entity to obtain assurance of the identity of the
entity that originated information and the integrity of the information. The associated private
authentication key is used by the originating entity to provide this assurance to a receiving entity
by computing a digital signature on the information. This key pair may not provide non
repudiation.

B.3.3.1 Public Authentication Keys

It is appropriate to store a public authentication key in either backup or archive storage for as
long as required to verify the authenticity of the data that was authenticated by the associated
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private authentication key. In the case of a public key that has been certified (e.g., by a
Certificate Authority), saving the public key certificate would be an appropriate form of storing
the public key; backup or archive storage may be provided by the infrastructure (e.g., by a
certificate repository). The public key may be stored in backup storage until the end of the
private key’s cryptoperiod, and may be stored in archive storage as long as required.

B.3.3.2 Private Authentication Keys

When the private key is used only for the authentication of transmitted data, whether or not the
authenticated data is subsequently stored, the private authentication key need not be backed up if
anew key pair can be generated and the distributed in accordance with Section 7.1.5.1in a
timely manner. However, if anew key pair cannot be generated quickly, the private key should
be stored in backup storage during the cryptoperiod of the private key. The private key shall not
be stored in archive storage.

When the private authentication key is used to protect stored information only, the authentication
private key should not be backed up if a new key pair can be generated. However, if anew key
pair cannot be generated, the private key should be stored in backup storage during the
cryptoperiod of the private key. The private key shall not be stored in archive storage.

B.3.4  Symmetric Data Encryption Keys

A symmetric data encryption key is used to protect the confidentiality of stored or transmitted
information or both.

Information that is stored needs to be readily available as long as the information is encrypted
(i.e., for as long as the information may need to be recovered); this includes information that is
both transmitted and stored using the same key. The decryption key (which was also used to
encrypt the information) needs to be available during the period of time that the information may
need to be recovered. Therefore, the key should be backed up or archived during this period.

In order to allow key recovery, the symmetric data encryption key should be stored in backup
storage during the cryptoperiod of the key, and stored in archive storage after the end of the
key’s cryptoperiod, if required. In many cases, the key is stored with the encrypted data; the key
iswrapped by an archive encryption key or by a symmetric key wrapping key that is wrapped by
an archive encryption key.

A symmetric data encryption key that is used for transmission only is used by an originating
entity to encrypt information, and by the receiving entity to decrypt the information immediately
upon receipt. If the data encryption key islost or corrupted, and a new data encryption key can
be easily obtained by the originating and receiving entities, then the key need not be backed up.
However, if the key cannot be easily replaced by a new key, then the key should be backed up if
the information to be exchanged is of sufficient importance. The data encryption key should not
be archived when used for transmission only.

B.3.5 Symmetric Key Wrapping Keys

A symmetric key wrapping key is used to wrap (i.e., encrypt) keying materia that is to be
protected and may be used to protect multiple sets of keying material. The protected keying
materia is then transmitted or stored or both.

If a symmetric key wrapping key is used only to transmit keying material, and the key wrapping
key becomes unavailable (e.g., islost or corrupted), it may be possible to either resend the key
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wrapping key, or to establish anew key wrapping key and use it to resend the keying material. If
this is possible within a reasonable timeframe, backup of the key wrapping key is not necessary.
If the key wrapping key cannot be resent or a new key wrapping key cannot be readily obtained,
backup of the key wrapping key should be considered. The archive of akey wrapping key that is
only used to transmit keying material is not necessary.

If asymmetric key wrapping key is only used to protect keying material in storage, then the key
wrapping key should be backed up or archived for as long as the keying material may need to be
accessed.

If a symmetric key wrapping key is used for the protection of keying material during both
transmission and subsequent storage, then the key wrapping key should be backed up or
archived for as long as the keying material may need to be accessed.

B.3.6 Random Number Generation Keys

A key used for random (i.e., pseudorandom) number generation should not be backed up or
archived. If thiskey islost or modified, it shall be replaced with a new key.

B.3.7 Symmetric Master Keys

A symmetric master key is normally used to derive one or more other keys. It shall not be used
for any other purpose.

The determination as to whether or not a symmetric master key needs to be backed up or
archived depends on a number of factors:

1. How easy isit to establish a new symmetric master key? If the master key is distributed
manually (e.g., in smart cards or in hard copy by receipted mail), the master key should
be backed up or archived. If anew master key can be easily and quickly established using
electronic key establishment protocols, then the backup or archiving of the master key
may not be desirable, depending on the application.

2. Arethe derived keys recoverable without the use of the symmetric master key? If the
derived keys do not need to be backed up or archived (e.g., because of their use) or
recovery of the derived keys does not depend on reconstruction from the master key (e.g.,
the derived keys are stored in an encrypted form), then the backup or archiving of the
master key may not be desirable. If the derived keys need to be backed up or archived,
and the method of key recovery requires reconstruction of the derived key from the
master key, then the master key should be backed up or archived.

B.3.8 Key Transport Key Pairs

A key transport key pair may be used to transport keying material from an originating entity to a
receiving entity during communications, or to protect keying material while in storage. The
originating entity in a communication (or the entity initiating the storage of the keying material)
uses the public key to encrypt the keying material; the receiving entity (or the entity retrieving
the stored keying material) uses the private key to decrypt the encrypted keying material.

B.3.8.1 Private Key Transport Keys

If akey transport key pair isonly used during communications, then the private key transport
key does not need to be backed up if a replacement key pair can be generated and distributed in a
timely fashion. Otherwise, the private key should be backed up. Alternatively, one or more
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additional key pairs could be made available (i.e., aready generated and distributed). Archiving
the private key is inappropriate.

If the transport key pair is used only during storage, then the private key transport key should be
backed up or archived for as long as the protected keying material may need to be accessed.

If the transport key pair is used during both communications and storage of keying material, then
the private key transport key should be backed up or archived for aslong as the protected keying
material may need to be accessed.

B.3.8.2 Public Key Transport Keys

If the sending entity (the originating entity in a communications) loses the public key transport
key or determines that the key has been corrupted, the key can be reacquired from the key pair
owner or by obtaining the public key certificate containing the public key (if the public key was
certified).

If the entity that applies the cryptographic protection to keying material that is to be stored
determines that the public key transport key has been lost or corrupted, the entity may recover in
one of the following ways:

1. If the public key has been certified and is stored elsewhere within the infrastructure, then
the certificate can be requested.

2. If some other entity knows the public key (e.g., the other entity is the actual owner of the
key pair), the key can be requested from this other entity.

3. If the private key is known, then the public key can be recomputed.
4. A new key pair can be generated.
B.3.9 Symmetric Key Agreement Keys

Symmetric key agreement keys are used to establish keying material (e.g., symmetric key
wrapping keys, symmetric data encryption keys, or symmetric authentication keys). Each key
agreement key is shared between two or more entities. If these keys are distributed manually
(e.g., in akey loading device or by receipted mail), then the symmetric key agreement key
should be backed up. If an electronic means is available for quickly establishing new keys (e.g.,
a key transport mechanism can be used to establish a new symmetric key agreement key), then a
symmetric key agreement key need not be backed up. Symmetric key agreement keys shall not
be archived.

B.3.10 Static Key Agreement Key Pairs

Static key agreement key pairs are used to establish shared secrets between entities, often in
conjunction with ephemeral key pairs (see SP 800-56). Each entity uses their private key
agreement key(s), the other entity's public key agreement key(s) and possibly their own public
key agreement key(s) to determine the shared secret. The shared secret is subsequently used to
derive shared keying material. Note that in some key agreement schemes, one or more of the
entities may not have a static key agreement pair (see SP 800-56).
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B.3.10.1 Private Static Key Agreement Keys

If the private static key agreement key cannot be replaced in atimely manner, then the private
key should be backed up in order to continue operations. The private key should not be archived
unless needed for reconstruction of the keying material.

B.3.10.2 Public Static Key Agreement Keys

If an entity determines that the public static key agreement key is lost or corrupted, the entity
may recover in one of the following ways:

1. If the public key has been certified and is stored elsewhere within the infrastructure, then
the certificate can be requested.

2. If some other entity knows the public key (e.g., the other entity is the actual owner of the
key pair), the key can be requested from this other entity.

3. If the private key is known, then the public key can be recomputed.
4. If the entity isthe owner of the key pair, a new key pair can be generated and distributed.

If none of these alternatives are possible, then the public static key agreement key should be
backed up. The public key should not be archived unless needed for reconstruction of the keying
material.

B.3.11 Ephemeral Key Pairs

Ephemera key agreement keys are generated and distributed during a single key agreement
process (e.g., at the beginning of a communication session) and are not reused. These key pairs
are used to establish a shared secret (often in combination with static key pairs); the shared secret
is subsequently used to derive shared keying material. Not all key agreement schemes use
ephemeral key pairs, and when used, not all entities have an ephemeral key pair (see SP 800-56).

B.3.11.1 Private Ephemeral Keys

Private ephemeral keys shall not® be backed up or archived. If the private ephemeral key is lost

or corrupted, anew key pair shall be generated, and the new public ephemeral key shall be
provided to the other participating entity in the key agreement process.

B.3.11.2 Public Ephemeral Keys

Public ephemeral keys may be backed up or archived if they are required for reconstruction of
the established keying material, and the private ephemeral keys are not required in the key
agreement computation.

B.3.12 Symmetric Authorization Keys

Symmetric authorization keys are used to provide privileges to an entity (e.g., access to certain
information or authorization to perform certain functions). Loss of these keys will deny the
privileges (e.g., prohibit access and disallow performance of these functions). If the authorization
key islost or corrupted and can be replaced in atimely fashion, then the authorization key need
not be backed up. A secret authorization key shall not be archived.

21 3P 800-56 states that the ephemeral keys shall be destroyed immediately after use. Thisimplies that the keysshall
not be backed up or archived.
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B.3.13 Authorization Key Pairs

Authorization key pairs are used to provide privileges to an entity. The private key is used to
establish the "right” to the privilege; the public key is used to determine that the entity actually
has the right to the privilege.

B.3.13.1 Private Authorization Keys

Loss of the private authorization key will deny the privileges (e.g., prohibit access and disallow
performance of these functions). If the private key islost or corrupted and can be replaced in a
timely fashion, then the private key need not be backed up. Otherwise, the private key should be
backed up. The private key shall not be archived, since the privilege will not be granted after the
end of the cryptoperiod unless a new authorization key pair is provided.

B.3.13.2 Public Authorization Keys

If the authorization key pair can be replaced in atimely fashion (i.e., regeneration of the key pair
and secure distribution of the private key to the entity seeking authorization), then the public
authorization key need not be backed up. Otherwise, the public key should be backed up. The
archive of the public key is not appropriate.

B.3.14 Other Cryptographically Related M aterial

Like keys, other cryptographically related material may need to be backed up or archived,
depending on use.

B.3.14.1 Domain Parameters

Domain parameters are used in conjunction with some public key algorithms to generate key
pairs (for digital signature generation or verification or for key establishment) or to create and
verify digital signatures using those key pairs. The same set of domain parametersis often, but
not always) used by alarge number of entities.

Whenan entity (entity A) generates new domain parameters whenever key pairs are generated,
these domain parameters are used in subsequent digital signature generation or key establishment
processes. The domain parameters need to be provided to other entities that need to verify the
digital signatures or with whom keys will be established. If the entity (entity A) determines that
its copies of the domain parameters have been lost or corrupted, and if the new domain
parameters cannot be securely distributed in a timely fashion, then the domain parameters should
be backed up or archived. Another entity (entity B) should backup or archive entity A's domain
parameters until no longer required unless the domain parameters can be otherwise obtained
(e.g., fromentity A).

When the same set of domain parameters are used by multiple entities, the domain parameters
should be backed up or archived until no longer required unless the domain parameters can be
otherwise obtained (e.g., from atrusted source).

B.3.14.2 Initialization Vectors (1Vs)

Vs are used by several modes of operation during the encryption or authentication of
information using block cipher agorithms. These 1Vs should be backed up or archived as long
as the information protected using those 1V's needs to be processed (e.g., decrypted or
authenticated).
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B.3.14.3 Shared Secrets

Shared secrets are generated by each entity participating in a key agreement process. The shared
secret is then used to derive the shared keying material to be used in subsequent cryptographic
operations. Shared secrets may be generated during interactive communications (e.g., where both
entities are online) or during non-interactive communications (e.g., in store and forward
applications).

A shared secret shall not be backed up or archived.
B.3.144  Secret Seeds

Secret seeds are used in the generation of pseudorandom random numbers that need to remain
secret. These seeds are not shared with other entities and shall not be reused. Therefore, secret
seeds shall not be backed up or archived.

B.3.14.5 Public Seeds

Public seeds are used in the generation of pseudorandom numbers that may be validated (e.g., in
order to validate domain parameters). The public seed should be backed up or archived as long
as these numbers need to be validated.

B.3.14.6 Other Public Information

Public information (e.g., a nonce) is often used during key establishment. The public information
may need to be available to process the cryptographically protected information (e.g., to decrypt
or authenticate); therefore, the public information should be backed up or archived until no
longer needed to process the protected information.

B.3.14.7 I ntermediate Results

The intermediate results of a cryptographic operation shall not be made backed up or archived.
The cryptographic operations should be re-initialized or restarted.

B.3.14.8 Key Control Information

Key control information is used, for example, to determine the keys and other information to be
used to process cryptographically protected information (e.g., decrypt or authenticate), to
identify the purpose of akey, or the entities that share the key (see Section 5.2.3).

Key control information should be backed up or archived for as long as the associated key needs
to be available.

B.3.14.9 Random Numbers

Random numbers are generated by random number generators. The backup or archiving of a
random number depends on how it is used.

B.3.14.10 Passwords

A password is used to acquire access to privileges by an entity. The loss of a password will deny
the privileges. If the password is lost or corrupted and can be replaced in atimely fashion, then
the password need not be backed up. A password shall not be archived.

B.3.14.11 Audit Information
Audit information containing key management events shall be backed up and archived.
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B.4 Key Recovery Systems

Key recovery is abroad term that may be applied to several different key recovery techniques.
Each technique will result in the recovery of a cryptographic key and other information
associated with that key (i.e., the keying meterial). The information required to recover that key
may be different for each application or each key recovery technique. The term “Key Recovery
Information” (KRI) is used to refer to the aggregate of information that is needed to recover or
verify cryptographically protected information. Information that may be considered as KR
includes the keying material to be recovered or sufficient information to reconstruct the keying
material, other associated cryptographic information, the time when the key was created, the
identity of the owner of the key (the individual, application or organization who created the key
or who own the data protected by that key) and any conditions that must be met by a requestor to
be able to recover the keying material.

When an organization determines that key recovery isrequired for all or part of its keying
material, a secure Key Recovery System (KRS) needs to be established in accordance with a well
defined Key Recovery Policy (see Appendix B.5). The KRS should support the Key Recovery
Policy and consists of the techniques and facilities for saving and recovering the keying material,
the procedures for administering the system, and the personnel associated with the system.

When key recovery is determined to be necessary, the KRI may be stored either within an
organization (in backup or archive storage) or may be stored at aremote site by a trusted entity.
There are many acceptable methods for enabling key recovery. A KRS could be established
using a safe for keying material storage; a KRS might use a single computer that provides the
initial protection of the plaintext information, storage of the associated keying material and
recovery of that keying material; a KRS may include a network of computers with a central Key
Recovery Center; or aKRS could be designed using other configurations. Since a KRS provides
an aternative means for recovering cryptographic keys, a risk assessment should be performed
to ensure that the KRS adequately protects the organization’s information and reliably provides
the KRI when required. It is the responsibility of the organization that needs to provide key
recovery to ensure that the Key Recovery Poalicy, the key recovery methodology, and the Key
Recovery System adequately protect the KRI.

A KRS should:

1. Generate or provide sufficient KRI to allow recovery or verification of protected
information.

2. Ensure the vaidity of the saved key and the other KRI.

3. Ensure that the KRI is stored with persistence and availability that is commensurate with
that of the corresponding cryptographically protected data.

4. Any cryptographic modules used by the KRS shall be compliant with FIPS 140-2.

5. The KRS shall use FIPS-approved or NIST recommended algorithms, when
cryptography is used.

6. The strength of any algorithms used to protect KRI shall be commensurate with the
sensitivity of the information associated with the KRI.

7. The KRS shall be designed to enforce the Key Recovery Policy (see Section B.5).
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0.

The KRS shall protect KRI against unauthorized disclosure or destruction. The KRS
shall verify the source of requests and ensure that only requested and authorized
information is provided to the requestor.

The KRS shall protect the KRI from modification.

10. The KRS shall have the capability of providing an audit trail. The audit trail shall not

contain the keys that are recovered or any passwords that may be used by the system. The
audit trail might include the identification of the event being audited, the time of the
event, the identity of the user causing the event, and the success or failure of the event.

11. The KRS shall limit access to the KRI, the audit trail and authentication data to

authorized individuals.

12. It should not be possible to modify the audit trail.

B.5

Key Recovery Policy

An organization that determines that key recovery is required for some or all of their keying
material should develop a Key Recovery Policy that addresses the protection and continued
accessibility of that information. For each system, application and cryptographic technique used,
consideration must be given as to whether or not the keying material may need to be saved for
later recovery of the keying material to alow subsequent decryption or checking of the
information protected by the keying material.

The policy should address (at a minimum):

1.

The keying material that needs to be saved for a given application. For example, keys and
IV's used for the decryption of stored information protected by the keys and I1Vs may need
to be saved. Keys for the authentication of stored or transmitted information may also
need to be saved.

How and where the keying material would be saved? For example, the keying material
could be stored in a safe by the individual who initiates the protection of the information
(e.g., the encrypted information), or the keying material could be saved automatically
when the protected information is transmitted, received or stored. The keying material
could be saved locally or at some remote Site.

Who will be responsible for protecting the KRI? Each individual, organization or sub-
organization could be responsible for their own keying material, or an externa
organization could perform this function.

Who can request key recovery and under what conditions? For example, the individual
who protected the information (i.e., used and stored the KRI) or the organization to which
the individual is assigned could recover the keying material. Legal requirements may
need to be considered. An organization could request the information when the individual
who stored the KRI is not available.

5. Under what conditions could the policy be modified and by whom?

6. What audit capabilities and procedures would be included in the KRS? The policy should

identify the events to be audited. Auditable events might include KRI requests and their
associated responses, who made a request and when; the startup and shutdown of audit
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functions; the operations performed to read, modify or destroy the audit data; requests to
access user authentication data; and the uses of authentication mechanisms.

7. How the KRS would deal with aged keying material or the destruction of the keying
material.

8. Who would be notified when keying material is recovered and under what conditions?
For example, the individual who encrypted data and stored the KRI could be notified
when the organization recovers the decryption key because the person is absent, but the
individual might not be notified when the organization is monitoring the activities of that
individual.

9. The procedures that need to be followed when the KRS or some portion of the data
within the KRS is compromised.
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APPENDIX C: Keys Generated from Passwords

[Note: The following discussion has been provided to invite comment on the use of passwords
for the generation of cryptographic keys. Some or al of this material may be provided in another
document at alater time. However, at the present time, this material should not be considered as
the NIST position on the subject.]

A password is a secret character string that a user is expected to memorize. Passwords are used
in the implementation of many security services. Typically, passwords are an authentication and
access control mechanism; a party who knows an authorized name and password pair is granted
access to a system, an account, a directory or afile. But the mechanisms for accomplishing the
authentication from the password may be cryptographic, and in many cases, the password is
effectively serving as a cryptographic key, even akey wrapping key.

A key is said to be generated from a password when the password is the only source of entropy,
the only unpredictable data, from which the key is generated. Thus, only the password and some
general key generation method to generate the key needs to be known. This differs from "non
password” based deterministic key generation processes in which the random number generation
process is typicaly “seeded” with some large value that is chosen to be highly unpredictable.

Some two party protocols (see Appendix C.7) use a shared password as a part of a cryptographic
process that generates a high quality shared key, but the key generation process depends on
conventional random numbers, not the password, and an eavesdropper does not learn anything
about the password or the key. In this case, the shared key is not generated from the password,
sinceit is not the primary source of entropy in the key, however possession of the generated key
can still be used to authenticate the parties, or to protect an encrypted session.

Using a key generated a key from a password can be risky because a password with the strength
of a128-hit or even an 80-bit cryptographic key is very difficult, if not impossible, to memorize.
Appendix C.1 discusses the required length for randomly chosen passwords that would match the
strength of randomly generated cryptographic keys. However, random strings are hard to
memorize, and if the passwords are chosen to be easily memorized, then they must be even
longer to have an equivalent strength.

Therefore, keys generated directly from passwords are likely to be a weak point in any
cryptographic application. Rules intended to enforce the use of "strong" passwords (long
random strings) may cause users to write down their passwords, rather than memorize them, and
keep the written copy in convenient but insecure locations, which makes any cryptographic
protection vulnerable, however strong it may otherwise be. Nevertheless, it is very common to
generate keys directly from passwords in many applications, and useful protection can
sometimes be obtained if passwords are well chosen, systems and applications are properly
designed, and, most importantly, users are disciplined in how they, slelect, keep and use their
passwords.

C.1 Passwords Equivalent to Cryptographic Keys

Table 10 shows how long a completely random password needs to be to have approximately the
same strength as a cryptographic key, depending on the size of the aphabet used to generate the
password.
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Table 10: Key Size/Password Size Equivalence

Key bits | 10 decimal | 26 letters 36 letters 94 keyboard | 1000 word
digits & numbers | characters dictionary
56 17 12 11 9 6
64 20 13 13 10 7
80 25 17 16 12 8
112 34 24 22 17 11
128 39 27 25 20 13

Column 1 shows symmetric cryptographic keys of commonly used sizes. Column 2 shows the
number of decimal digits required to have approximately the same number of possible values as
the first column. Column 3 shows the corresponding number of characters required if the
password uses the 26 roman |etters, column 4 uses the 26 |etters plus the ten digits, and column 5
assumes that all 94 printable characters of a computer keyboard are used. The rightmost column
assumes that words are chosen at random from a 1000 word dictionary of ordinary words.

All these equivalences assume that the passwords are chosen entirely at random, and was
generated by finding the number of characters required to have about the same number of
possible values as the corresponding cryptographic key. In al the columns but the rightmost
column, the length that produced the nearest equivalence was selected; sometimes the key isa
little stronger and sometimes the password is alittle stronger. In the right most column, the
alphabet is so large that the difference in strength to the nearest equivalent could be a factor of
100 or more, and therefore, the password length was always chosen to exceed the key strength.
Obvioudly, a password of 39 randomly chosen decimal digits, 20 randomly characters from a 94
character aphabet, or 13 randomly chosen English words is extremely difficult to memorize, yet
thisiswhat is needed to match the strength of a good 128-bit AES key. Even a password
equivalent to a 56-bit DES key is challenging to remember.

Almost anything that is done make the password easier to remember is going to make it weaker,
that is, to reduce the amount of computation needed to attack the password by exhaustion of all
possible passwords.

C.2  Attackson Passwords

Passwords are subject to guessing, dictionary and exhaustion attacks. In a guessing attack the
adversary makes guesses about the password based on some knowledge of the user, since users
frequently base their passwords on things like their phone numbers, middie name, date of birth
and the like, as an aid to memory, and the attacker may also know these things. Dictionary
attacks rely on the fact that common words and names are often used in passwords. Dictionaries
of millions of words and variations on words exist for such attacks, and are ordered so that the
most likely values are tried first. Exhaustion attacks smply systematically try the entire possible
password space, usually after the dictionary attack has failed. Exhaustion attacks can be ordered,
so that shorter or more likely passwords are tried first.

Password attacks can be online and off- line attacks. An online attack is generally done with a
server, adevice or an application program, by pretending to be a user and submitting a number
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of authentication attempts (i.e., submit a number of password guesses). For example, the
attacker tries to log-on to a remote computer system across a hetwork by submitting
username/password pairs. In an off-line attack, the attacker obtains all the information that is
needs to conduct the attack on the attacker’s own computer, using the attacker’s own software.
The attacker intercepts an encrypted message and tries to decrypt it on his own computer; if he
can find the right encryption key, he will presumably be able to recognize the decrypted message
(for example, because it becomes English words).

Off-line attacks are generally much more powerful than online attacks. There are no constraints
or limitations on the attacker in an off-line attack, while on-line attacks can often be detected and
thwarted (by example by locking an account after a certain number of unsuccessful logon
attempts), or the rate at which they can be run can be limited by servers, even if the attacks are
automated. But no such limitations are possible for off- line attacks.

C.3 Password Strength

It is useful to class passwords into three general categories, by their strength or resistance to
attacks, as defined in Table 11: weak, strong and inexhaustible.

Table 11: Password Strength Classes

Password Characterization Attack Protection Example
Type
Weak Resists a small Protection against limited Four digit PIN
number of guesses | on-line guessing, when
combined with atoken
suchasan ATM card, or a
biometric
Strong Resistant to Protects against on-line Eight or more
multiple guesses by | exhaustion alphanumeric and specia
a human character password
Inexhaustible Resistant to Protection against off-line | Fifteen or more
multiple guesses by | exhaustion by computers alphanumeric and specia
a computer character password and
passphrase

Weak passwords are very common, often in the form of a 4 to 6 digit Personal Identification
Number, or PIN. When PINs are used with abank card, at an automatic teller machine, for

example (often in a transaction that is videotaped), sufficient security can be achieved if the teller
machine protocol will limit the number of attempts to use the card, and the bank can monitor the
pattern of use of the card. A pin or weak password may also, perhaps, provide a useful degree of
security when it is used to activate a cryptographic token, if the token is aso designed to lock or
erase the key after a set number of unsuccessful activation attempts. The intruder must steal the
token, then attempt to guess the key.

However, where the weak password is the only authentication factor (e.g., imagine an ATM
transaction where no card was needed, just a PIN), where an attacker is free to conduct repeated
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on-line attacks or attacks against a broad range of targets, and where that attack can be
automated in some manner, then weak passwords offer very little protection.

Weak passwords, ssmply do not make good sources of cryptographic keys; cryptographic
mechanisms are intended to provide at least some resistance to offline attacks, where the
attacker has al the information needed to conduct an attack on a machine of his own choice.

For example, consider an access control protocol where a system sends a challenge to a user and
the user cryptographically combines a password and the challenge to generate aresponse. An
eavesdropper who captures the challenge and reply can quickly try all the values of a4, 5 or 6
digit PIN and determine the PIN.

Inexhaustible passwords, on the other hand, are equivalent to cryptographic keys, and it is
possible that keys could be generated from them if done properly. A completely random 12-
character string of printable letters, numbers and special characters has roughly as many possible
values as an 80-bit cryptographic key. A 12 character, truly random string, however, is extremely
difficult to memorize, so two realistic aternatives exist:

1. Therandom string is written and kept secured until it is needed, that is, locked in a safe or
some other secure place. Obvioudly, thisis cumbersome if good security is provided, but
may be workable for situations where the password is used only occasionally.

2. Thestring is chosen not at random, but to facilitate memory. If it isto be as difficult to
attack, such a string is necessarily longer than if it were chosen randomly, but may be
easier to memorize than a shorter random string (see Appendix C.4).

Creating and memorizing good inexhaustible passwords requires thought and effort, and is more
an art than a science. However, when a key is generated from a well-chosen inexhaustible
password, an eavesdropping attack on a challenge-response protocol will fail with a very high
probability. If afileisencrypted with a strong agorithm under a key generated from an
inexhaustible password, then an intruder who steals the ciphertext file will not be able to recover
the plaintext with an offline password exhaustion attack.

Weak passwords provide little protection when used alone, and inexhaustible passwords are so
hard to generate, remember and use that they must be reserved for the most important cases.
However, most of us today need to use many passwords. Strong passwords fall in the middle,
between weak and inexhaustible passwords; they can, in principle be attacked by off-line
exhaustion, but not without a great deal of work. Strong passwords are strong enough to resist
on-line attacks in any well-designed application, and they are not as difficult to remember as
inexhaustible passwords. Strong passwords:

a. areat least 8 characters long;

b. contain at least one upper case letter, one lower case letter, one numeric and one special
character;

c. are not based on some characteristic or persona information of the user, such as his
socia security number, his street address or phone number, the name of his wife, etc.

d. avoid theinclusion of common words or names in the password.

It is recommended that weak passwords only be used (to generate keys or in other ways) when
they are accompanied by other protection factors, such as tokens or biometrics, to provide
adequate security. Weak passwords must not be used in processes, protocols or applications that
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are susceptible to off- line attacks. Strong or inexhaustible passwords must be used whenever a
password is the only protection factor against an attack, and whenever offline attacks are
possible. When highly sensitive data are encrypted under a key generated from a password and
the ciphertext is exposed or vulnerable to theft, (e.g., the cipertext is transmitted over a network,
or iskept in alaptop or PDA that is readily exposed to theft) then an inexhaustible password
shall be used.

C.4 Creating Strong or I nexhaustible Passwords that Can be Remembered

Creating long strings that appear to be arbitrary and random, but actually have some structure
that facilitates memory, depends on the mind of the password user. There are many techniques
that are used, and guidance in this area is often more what not to do than what to do (e.g., don't
use the names or nicknames of sports teams, don't use your dog's name, don't use your social
security number, etc.).

Attempts to create memorable inexhaustible passwords are often based on phrases or sentences.
One technique is to simply pick a memorable sentence or phrase and use the first letter of each
word. "I am the Captain of the Pinafore, and a right good Captain too." becomes
"latCotPaargCt." Thisis a 14-character string, but is weaker than a truly random 14-character
string. Obvioudly, the string includes only the 52 a phabetic characters plus 1 special character,
lower case letters occur more frequently than upper case letters, and the resulting password
reflects the frequency distribution of English letters. Another method simply uses the whole
phrase, for example: "lamtheCaptainofthePinafore’. We are up to 26 characters, but now the
password string consists entirely of English words and, again, reflects the frequency distribution
of lettersin English. A better passphrase might be: "I"am”the*Capitanof ‘the*Pina4". Thisis
up to 29 characters, and includes both special characters and a number. A better (but harder to
remember) version still would be: "1+am_the)Captain(of* the& Pinad". But any of these would
probably defeat al but the most determined attacks, except, perhaps, an attack inspired by the
insight that the password holder is a Gilbert and Sullivan buff.

But whatever technique is used, the technique usually depends on something well known to the
password holder - some favorite text, some obscure interest or hobby, etc. - and then arule can
be applied to produce an apparently arbitrary string.

C.5 PasswordsasKeysin Challenge-Reply Authentication Protocols

Passwords are often used as secrets or keys in a challenge-reply authentication protocol. In such
a protocol, the password and a random challenge are input into a cryptographic function (e.g., the
password and challenge might be concatenated and hashed with SHA-1. The output then
becomes the reply. There are many variations, such as the APOP protocol [RFC1939], S-KEY
[RFC1760] and others.

These challenge-reply techniques are sometimes said to use a "one-time password" because the
reply is not used again. However, this is a misnomer; the challenge-reply protocol provides
protection against the unsophisticated eavesdropper, but does not provide good protection against
the more sophisticated attacker. Challenge-reply methods are more secure than sending a
password across a network in an unencrypted message, but are usually vulnerable to
eavesdroppers and off- line attacks.
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These protocols usually can be attacked offline by an eavesdropper who records the protocol run,
even where cryptographic challenge-reply authentication protocols are used. The eavesdropper
intercepts the challenge and the reply, then conducts an offline dictionary or exhaustion attack on
the pair, trying different passwords with the challenge until the reply isfound. Depending on the
strength of the password, the attacker is quite likely to succeed, however strong the
cryptographic functions employed.

C.6  PasswordsUsed to Generate Encryption Keys

There are many commercial products that use a password to generate an encryption key (e.g., by
hashing the password, and then use that key to encrypt afile or another key). In general, these
products have not been evaluated, and NIST currently does not provide guidance on the
generation of keys from passwords. [PKCS#5] is ade facto industry standard for generating
keys from passwords. The user then supplies the same password to decrypt the file or activate
the key by decrypting the file. If the ciphertext file is stolen, a "password encrypted” file is
inherently subject to off-line password attacks, however strong the encryption algorithm.
Alternatively, in some cases a file may be encrypted under arandomly generated key, and the
randomly generated encryption key is encrypted under a key generated from a password; the key
is, in effect, encrypted by the password. If the password encrypted key is kept separately from
the encrypted data and well secured, then this approach may be more secure, because an intruder
has to steal both the encrypted key and the encrypted data to conduct an attack.

Keys stored in cryptographic modules are often protected by encrypting them in a key derived
from a password. The password is, in effect, a key encrypting key. This can provide fairly good
protection, since the module can be designed to frustrate a guessing or dictionary attack. When
keys derived from passwords are used to encrypt other keys, it may be preferable, in some cases,
to not include a checksum with a key encrypted under a key derived from a password, because
such a checksum might facilitate an offline attack.

Keys encrypted under a key that is generated from a password and al the files that those
encrypted keys protect may be vulnerable to theft, followed by off-line attacks. It is vita, then,
that adequate physical security be provided, and the password used to protect these keys should
be as strong as possible.

C.7  Strong Keysfrom Passwords and Servers

Cryptographic techniques are available for communications sessions that allow a server and
client to create a symmetric key from a shared password (e.g., [SPEKE], [EKE] and [P1363.2)]).
In several of these techniques, the password is used as a component of a Diffie-Hellman key
agreement operation, along with other random factors used in the key agreement. The entropy
of the final resulting key depends not on the password, but on the random factors. However, if
the client and server use the same password, they will generate the same strong symmetric key at
both the client and server, otherwise they will not. This symmetric key can then be used for
either encryption, or authentication, or both. Thiskey is not really "generated" from a password,
because the password is not the primary source of entropy in the key. However, to the user, the
key appears to have been generated from the password. Note that, while the key may be strong in
terms of entropy, the authentication of the parties to each other is only as strong as the shared
password against an online guessing attack. Thus, aweak key should not be used in this
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protocol. Also note that these techniques have not been evaluated, and NIST currently does
not, in general, provide guidance on them.

An eavesdropper, who intercepts the protocol run, will not be able to conduct an offline
password attack. Therefore, these protocols are superior to password-based challenge/reply
protocols for authentication or for generating confidentiality session keys, because they may not
be susceptible to off- line password attacks.

In an aternative strong password technique, one of the two random factors of an RSA private
key may be generated as needed from a password supplied by a user [PWENPKI][2PTY SIG].
The other factor is generated randomly on a server. The RSA public key is generated by the
server from both factors. In this scheme, RSA encryption or decryption operations require the
cooperation of the server for each operation; the client does "half" the operation using a key
generated by a password, and the server does the other half. Neither the server nor the client can
perform the operation alone. A relying party uses the RSA public key just as he would use any
other RSA key. The key is not truly generated by the password, rather the key is derived from a
conventional random number generation processes.

With the methods described above, a secure server participatesin al operations. The server
contributes a random component, the client may also contribute a large random component, and
while the password is used in the key generation process, an eavesdropper who intercepts the
messages cannot conduct an offline attack against the password. An eavesdropper has as
difficult a problem as an attack on a conventional Diffie-Hellman or RSA operation.

These protocols can be used for client server authentication (e.g., to authenticate an e-mail client
to a POP server. The RSA-based technique can be used for any norma RSA operation. At the
present time, these techniques are used primarily in PKI applications (e.g., to download a private
key from a server to a client); however, these techniques can potentially be used wherever a
password is used to authenticate to a server.

A disadvantage of the Diffie-Hellman based strong password techniques is that the server must
retain the true passwords themselves, rather than an inversion of the passwords (thisis also true
of password challenge/reply protocols like APOP). These passwords must be strongly protected.
Nevertheless, when passwords are employed in authentication protocols, or for session
encryption, these strong password techniques may significantly improve the security of
password-based authentication and encryption, even when users choose relatively weak
passwords, by eliminating off- line password attacks.
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